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A B S T R A C T

Understanding Earth’s temperature response to radiative perturbations is pivotal
in climate science, as emphasized in the World Climate Research Program’s Grand
Challenge on Clouds, Circulation and Climate Sensitivity. Surprisingly, a radiative
perturbation from stratospheric aerosol produces a smaller temperature response than
a radiative perturbation of the same magnitude from CO2. Resolving this apparent
paradox is the core motivation behind this thesis, with the ambition to understand the
atmospheric processes that cause this climate response asymmetry.

The climate response asymmetry can be quantified by the feedback parameter,
which is more negative (i. e., more stabilizing) for stratospheric aerosol than CO2

forcing. The pattern effect framework provides a modern interpretation of variations
of the feedback parameter in time. I apply this framework to explain differences of
the feedback parameter among forcing agents, in this particular case between CO2 and
stratospheric aerosol forcing. I employ an earth system modelling approach, testing
hypotheses with simulations with the general circulation model MPI-ESM 1.2, and
demonstrating the identified key mechanisms in the CMIP6 multi model ensemble.

I identify two essential ingredients to explain the climate response asymmetry
between CO2 and stratospheric aerosol forcing: temperature change in the warm
pool (tropical Indian and Western Pacific Ocean, 30

◦S - 30
◦N, 50

◦E - 160
◦W), and the

Brewer-Dobson circulation. I show that the warm pool is the dominant region causing
feedback differences between CO2 and stratospheric aerosol forcing. In an ensemble of
120 decadal simulations forced with CO2 and stratospheric aerosol forcing, a simple
measure for warm pool temperature change explains 50 % of the variance of the
feedback parameter. I prove that the warm pool cools particularly strongly from
stratospheric aerosol forcing, and that the stratospheric circulation is a key ingredient
to explain this. Stratospheric aerosol heats the stratosphere, leading to an acceleration
of the Brewer-Dobson circulation and hence to an increased poleward energy transport.
This provides additional cooling to the tropical surface that is not reflected in the
forcing pattern at the top of the atmosphere, highlighting the role of surface forcing
for understanding the evolution of temperature patterns.

My results engender conclusions about climate feedback beyond the response
to stratospheric aerosol forcing. To understand temperature pattern formation, the
surface forcing must be considered, which is in contrast to the established method of
measuring forcing at the top of the atmosphere. Although climate feedback mainly
refers to processes at the surface and in the troposphere, I show that the stratospheric
circulation influences surface forcing patterns and thus temperature patterns and
feedback.
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Z U S A M M E N FA S S U N G

Die Temperaturantwort der Erde auf Störungen der Strahlungsbilanz (sog. Forcing)
zu verstehen, ist in der Klimawissenschaft von entscheidender Bedeutung, wie in der
Grand Challenge zu Wolken, Zirkulation und Klimasensitivität des World Climate Re-
search Program hervorgehoben wird. Überraschenderweise erzeugt ein Forcing durch
stratosphärisches Aerosol eine geringere Temperaturantwort als ein ebenso großes
Forcing durch CO2. Die Kernmotivation dieser Arbeit ist es, dieses scheinbare Paradox
aufzulösen, verbunden mit dem Anspruch, die dieser Asymmetrie zugrundeliegenden
atmosphärischen Prozesse zu verstehen.

Die Asymmetrie der Klimaantwort kann durch den Feedback-Parameter quanti-
fiziert werden, welcher für Forcing durch stratosphärisches Aerosol negativer (also
stabilisierender) ist als für CO2. Der Erklärungsansatz des Mustereffekts (Pattern Effect)
bietet eine moderne Interpretation von Variationen des Feedback-Parameters mit der
Zeit. Ich wende diesen Ansatz an, um Unterschiede des Feedback-Parameters zwischen
Verursachern von Forcings zu erklären, in diesem speziellen Fall zwischen Forcing durch
CO2 und Forcing durch stratosphärisches Aerosol. Ich wähle einen Erdsystemmo-
dellierungsansatz, teste Hypothesen mit Hilfe von Simulationen mit dem globalen
Klimamodell MPI-ESM 1.2 und zeige die identifizierten Schlüsselmechanismen im
Multimodellensemble CMIP6 auf.

Ich identifiziere zwei essentielle Bestandteile zur Erklärung der Asymmetrie der
Klimaantwort zwischen Forcing durch CO2 und stratosphärisches Aerosol: Tempera-
turänderungen im Warm-Pool (tropischer Indischer und Westpazifischer Ozean, 30

◦S -
30

◦N, 50
◦O - 160

◦W) und die Brewer-Dobson-Zirkluation. Ich zeige, dass der Warm-
Pool die dominierende Region ist, welche die Unterschiede des Feedback-Parameters
zwischen CO2 und stratosphärischem Aerosol verursacht. In einem Ensemble mit
120 dekadischen Simulationen mit Forcing durch CO2 und stratosphärisches Aerosol
erklärt ein einfaches Maß für Temperaturänderung im Warm-Pool 50 % der Varianz
des Feedback-Parameters. Ich beweise, dass sich der Warm-Pool durch Forcing durch
stratosphärisches Aerosol besonders stark abkühlt und dass die stratosphärische Zir-
kulation ein Schlüsselbestandteil der Erklärung dafür ist. Stratosphärisches Aerosol
heizt die Stratosphäre, was zu einer Beschleunigung der Brewer-Dobson-Zirkulation
und somit zu einem erhöhten Energietransport zu den Polen führt. Dieser verursacht
zusätzliche Kühlung an der tropischen Erdoberfläche, welches sich nicht im Forcing-
Muster am Oberrand der Atmosphäre widerspiegelt, was die Bedeutung des Forcings
an der Oberfläche für das Verständnis der Entwicklung von Temperaturmustern
hervorhebt.
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Meine Ergebnisse erlauben Schlussfolgerungen, welche über die Antwort auf For-
cing durch stratosphärisches Aerosol hinausgehen. Um die Erzeugung von Tempe-
raturmustern zu verstehen, muss das Forcing an der Oberfläche betrachtet werden,
was im Widerspruch zur etablierten Methode steht, nach der Forcing am Oberrand
der Atmosphäre bestimmt wird. Obwohl Feedbackprozesse hauptsächlich an der
Oberfläche und in der Troposphäre stattfinden, zeige ich, dass die stratosphärische Zir-
kulation Forcing-Muster an der Oberfläche und demzufolge auch Temperaturmuster
und Feedback beeinflusst.
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Part I

U N I F Y I N G E S S AY





1
I N T R O D U C T I O N

Perturbations to Earth’s climate from stratospheric aerosol have always influenced
human life and will continue to do so in the future. Aerosol can be added to the
stratosphere by large volcanic eruptions. In the future, artificial cooling by deliberate
injection of aerosol into the stratosphere may be seen as an adequate way to moderate
climate change from greenhouse gases. In this thesis, I investigate the longer-term
climate impacts of stratospheric aerosol forcing. They arise from two processes: the
reflection of solar shortwave radiation which leads to a cooling of the Earth’s surface;
and the absorption of solar and terrestrial longwave radiation, which causes a local
heating of the stratosphere and a greenhouse effect. While increasing CO2 concentra-
tions heats the planet by trapping longwave radiation, stratospheric aerosol cools the
Earth by reflecting sun light (partly offset by the longwave effect).

The primary impetus motivating this thesis is the finding that the Earth seems to be
surprisingly stable to radiative perturbations from stratospheric aerosol. A normalized
measure for Earth’s sensitivity to radiative forcing is the feedback parameter, which
scales inversely with the surface temperature change following a radiative perturbation.
Numerous modeling studies find an up to 40 % more negative feedback parameter for
stratospheric aerosol forcing than for CO2 forcing (e. g., Boer et al., 2006; Gregory et al.,
2016; Marvel et al., 2016), indicating that the temperature response to stratospheric
aerosol forcing is substantially weaker than the temperature response to a CO2 forcing
of equal magnitude. This is surprising because one might expect that the temperature
change required for Earth to balance a radiative perturbation only depends on the
perturbation’s magnitude.

This seeming paradox points out a lack in our knowledge of climate feedback
processes in general, and hence in our understanding of climate changes. It raises
the question of how a unit loss or gain of power can lead to different global mean
temperature responses, depending on the way that power is added or drained from
the climate system. Apparently, there are unknown asymmetries between the climate
responses to CO2 and stratospheric aerosol forcing. It is crucial to resolve this issue for
two reasons: first, it will help us to better understand the climate response to strato-
spheric aerosol forcing; second, if we really want to understand radiative forcing and
feedback in general, we must be able to explain why different forcings cause different
feedbacks. These thoughts lead to the guiding research question of the present thesis:

Why does stratospheric aerosol forcing cause stronger feedback than CO2 forcing?
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2
B A C K G R O U N D

First, I take a step back and introduce useful concepts for the treatment
of the research question, situating it within the broader context of
ongoing research.

For a long time, climate scientists have asked how much Earth’s
temperature changes in response to forcings such as altered CO2 con-
centrations or additional stratospheric aerosol. The answer to this
question is fundamental for characterizing the climate system, predict-
ing future climate change, and assessing climate risks. The question
reaches back to the 19th century (Arrhenius, 1896), and is still under
intense debate today (Sherwood et al., 2020). In the following, I

• conceptualize a scheme to think about responses to radiative
perturbations,

• explain why this is an important topic to explore,

• show the evolution and gaps of our knowledge of forcing and
response, and

• point out how resolving asymmetries between the climate re-
sponses to CO2 and stratospheric aerosol forcing can advance
our understanding of forcing and response.

2.1 the energy balance framework

A well-established and useful way to think about climate changes
builds on Earth’s energy balance, which consists of incoming short-
wave (SW) and outgoing longwave (LW) radiation. In a steady state,
the global-mean net flux N at the top of the atmosphere (TOA) is
zero: absorbed SW radiation must equal outgoing LW radiation (Kiehl
and Trenberth, 1997). This balance can be disturbed by changes to
radiatively active components of the Earth, e. g. greenhouse gas con-
centrations or stratospheric aerosol. Such a “radiative forcing”, or
simply “forcing”, leads to a gain or loss of energy. The Earth heats up
as it gains energy, increasing the emitted LW radiation from the sur-
face according to the Stefan-Boltzmann law (Boltzmann, 1884; Stefan,
1879). A new steady state is reached when the surface temperature
has changed enough to modify the outgoing LW radiation so that the
radiation budget is closed again.

Forcing F is defined as the global mean radiative flux perturbation
at the TOA at zero temperature change, and T is the global mean
change in 2-meter-air temperature. They are linked via the linearized
equation (Gregory et al., 2002)

5



6 background

Figure 2.1: Idealized N(T) plot (Gregory plot) for constant forcing of magni-
tude F, once forced by stratospheric aerosol and once by halving
CO2 concentrations. N and T are deviations from the initial steady
state. All values are negative, but have been multiplied by -1 to
facilitate comparison with the usual Gregory plots from warming
scenarios. The blue points show annual-mean N(T) for an abrupt
0.5 x CO2 scenario. The solid blue line illustrates an estimate
of λ under the assumption of constant feedback. Most climate
models show a time-dependent λ(t) which qualitatively follows
the dashed blue line. The black line describes N(T) from volcanic
aerosol forcing, only showing the constant λ simplification. This
figure’s “data” (the dots) is made up for illustration purposes.
Note that an actual equilibration would take 1000s of years.

N = F + λT (2.1)

radiative perturbation (independent of temperature)

temperature-mediated response

The change in TOA radiation N (in W m−2) induced by surface
temperature change T (in K) is the feedback parameter λ = ∂T N
(in W m−2 K−1), which is a measure for the climate’s stability. The
more negative λ, the less temperature change is needed to balance a
given radiative forcing. In a world without atmosphere, λ would be
equal to −∂TσT4 = −4σT3, where σ is the Stefan-Boltzmann constant.
However, radiative feedbacks modify λ to be less negative than the
pure Planck response. Radiative feedbacks arise from temperature-
dependent components of the climate system which in turn affect
radiation, namely clouds, the lapse rate, (absolute or relative) humidity,
and surface albedo.

An advantage of Eq. 2.1 is the clean separation of the TOA flux
anomaly into processes that depend on temperature change (λT) and
those that do not depend on temperature change (F). The components
of Eq. 2.1 can be conveniently illustrated in a scatter plot showing
N(T). As an example, I show this for the case of cooling by an abrupt
halving of the CO2 concentration in Fig. 2.1 (dark blue line). After the
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forcing is introduced, the global-mean surface temperature changes
and affects N in a way to oppose F, until a new steady state is reached
(N = 0).

If Eq. 2.1 holds, the global-mean equilibrium temperature change
for a given forcing F can be determined by Teq = F/λ. Consequently,
knowledge of λ would enable us to predict temperature impacts of
any climate perturbation, given that the forcing is known. The task
to predict Earth’s temperature change in response to any forcing
therefore essentially boils down to determining λ.

However, the simple linear picture of Eq. 2.1 often does not well
describe model output (Murphy, 1995; Senior and Mitchell, 2000)
and observations (Gregory and Andrews, 2016), which has prompted
many propositions to modify the energy balance approach.

At first, the definition of forcing has been improved to better pre-
dict surface temperature changes. The original instantaneous forcing
is defined as the mean TOA flux difference between a forced and an
unforced state, but with all other climate variables (especially humid-
ity, temperatures, clouds, and sea ice) fixed. This does not account
for atmospheric adjustments that happen on time scales of months to
weeks independent of surface temperatures, such as the stratospheric
heating in response to aerosol. Instantaneous forcing is not a good pre-
dictor of temperature change, because the rapid adjustments change
the TOA flux without affecting temperatures, effectively breaking the
separation of Eq. 2.1 into temperature-dependent and -independent
processes. Numerous suggestions to overcome this issue have been
made, including measuring the forcing at the tropopause and allowing
for adjustments of the stratosphere (adjusted forcing, Forster et al., 1997;
IPCC, 2001). The research community settled for effective forcing as the
standard forcing definition (Forster et al., 2016; IPCC, 2022). Effective
forcing is the TOA flux change after introducing the forcing agent
but at fixed sea surface temperatures (SST) and sea ice (Hansen et al.,
2005), allowing for adjustments of the whole atmosphere. Thus, rapid
adjustments are accounted for in the forcing term and separated from
the surface temperature-mediated feedback processes. However, this
comes at the expense of increased model-dependence, because diag-
nosing effective forcing involves the whole atmospheric component
and not just the radiation model. In this work, I exclusively use the
effective forcing definition, and use this term interchangeably with forc-
ing. The forcing is approximately equal to the extrapolation of N(T)
for T → 0 in the N(T) plot (Fig. 2.1).

However, even the effective forcing definition cannot satisfy the
requirement that the temperature response be proportional to the
forcing. In the early 2000s, it was shown that the feedback parameter
varies on the order of 10s of percent depending on the forcing agent
(Hansen et al., 2005; Joshi and Shine, 2003). Since then, observational
and modeling studies have repeatedly confirmed the dependence of
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Source λCO2/λAerosol

Hansen et al., 2005 1.00

0.88

Boer et al., 2006 0.81*

Merlis et al., 2014 0.84* - 0.94*

0.69* - 0.92*

Gregory et al., 2016 0.69 ± 0.09

Marvel et al., 2016 0.73

5-95 % CI: [-0.61, 2.06]

Modak et al., 2016 <1

Ceppi and Gregory, 2019 0.45*

0.71*

Gregory et al., 2020 <1

Zhao et al., 2021 0.66* (low lat.) - 1.16* (high lat.)

Salvi et al., 2023 1.19*

Zhou et al., 2023 ≈ 0.75*

Table 2.1: Efficacy of stratospheric aerosol forcing (ratio of CO2-feedback to
aerosol-feedback) in previous studies.

the feedback parameter on forcing agents (e.g. Marvel et al., 2016;
Modak et al., 2016; Zhou et al., 2023).

Stratospheric aerosol forcing has consistently been shown to cause
stronger feedback than CO2 forcing. I document previously reported
ratios of feedback from CO2 and stratospheric aerosol forcing, also
termed efficacy (Hansen et al., 2005), in Table 2.1. These studies are
based on a variety of climate models and aerosol forcing profiles.
Almost all of them point towards stronger feedback to forcing from
stratospheric aerosol than from CO2. This implies that aerosol forcing
would lead to less temperature change than CO2 forcing of the same
magnitude (Fig. 2.1, black line). It is a clear indication of a climate
response asymmetry and provides the empirical basis of the thesis’
main research question.

Furthermore, feedback has been shown to vary with time under in-
creasing CO2 concentrations (Murphy, 1995), and even under constant
CO2 forcing (Senior and Mitchell, 2000). Radiative feedback has also
varied throughout the historical period (Gregory et al., 2020; Rugen-
stein et al., 2016a). In almost all climate models, λ weakens over time,
i. e., becomes less negative (Geoffroy et al., 2013), similar to the dashed
blue line in Fig. 2.1.

The non-constancy of λ has been identified at least since 1995 (Mur-
phy, 1995). Yet, for two more decades the assumption of constant
feedback persisted in the research community, which long assumed
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that the climate response λT only depends on global mean surface
temperature (Gregory, 2004, Eq. 2.1). In the following section, I intro-
duce the modern view on this: the pattern effect framework, which
recognizes the importance of temperature patterns for radiative feed-
back. A field of two-dimensional temperature change not only has a
global mean, but also a spatial pattern, and the word “temperature
pattern” refers to the latter. Since the slow time scales are governed by
the ocean, temperature patterns are often equated with SST patterns.

2.2 the pattern effect

The importance of evolving SST patterns for explaining the time-
varying λ was recognized in the 2010s and led to the development
of the “pattern effect” framework, coined as such in 2016 (Stevens
et al., 2016). Like two sides of the same coin, two major explanatory
approaches have developed (Rugenstein et al., 2023b), which empha-
size different climate processes, but are largely equivalent (Haugstad
et al., 2017).

The first approach is based on the recognition that the efficacy of
atmospheric cooling by the ocean depends on the location of the heat
uptake (Rose and Rayborn, 2016). Evolving patterns of ocean heat
uptake lead to changing efficacies, and therefore changing feedbacks
(Geoffroy et al., 2013; Held et al., 2010; Lin et al., 2021; Rugenstein
et al., 2016a; Winton et al., 2010).

The second approach explains radiative feedback in terms of surface
temperature patterns (Andrews et al., 2015; Dong et al., 2019; Gregory
et al., 2020; Zhou et al., 2017). In a review and opinion paper, Rugen-
stein et al. (2023b) summarize the main pattern effect idea: “Much
like applying a force uniformly over someone’s entire body will elicit
a very different reaction than tickling the soles of that person’s feet,
a degree of global warming spread out evenly will cause a different
radiative response than if that same warming were concentrated in
a climate sweet spot (a location where surface warming produces
efficient radiative damping)” (i. e., negative feedback).

One such climate sweet spot is the equatorial Indian and Western
Pacific Ocean (30

◦S - 30
◦N, 50

◦E - 160
◦W; Dong et al., 2019). Due to

the prevailing high SST, it is a major source region of deep convection,
and has been termed the Warm Pool (WP) or Earth’s heat engine
(De Deckker, 2016). The location of the WP and its exceptionally
stabilizing feedback processes are shown in Fig. 2.2. Any temperature
change at the WP surface is efficiently communicated by convection to
the free troposphere, which approximately follows a moist adiabatic
temperature profile (solid line in Fig. 2.2). As a consequence of the
moist adiabatic vertical profile, any temperature change at the surface
is amplified aloft (dashed line in Fig. 2.2; Karoly et al., 1994). Since
the top-heavy temperature change is favorable for radiating energy to
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Figure 2.2: Top: Location of the Warm Pool (WP). Bottom: The pattern effect
of the tropical Pacific Ocean. Solid lines represent the lapse rates
of the climate base state, dashed lines a hypothetical state that
follows from surface warming of the warm pool, which is located
in the left half of the figure. Minus signs represent the negative
lapse rate and cloud feedbacks.

space, this effect dampens the temperature response and constitutes a
negative lapse rate feedback (Held and Soden, 2000). The tropical free
troposphere cannot sustain large horizontal temperature gradients,
and hence the same lapse rate is communicated via gravity waves to
the tropical subsidence regions (Bretherton and Smolarkiewicz, 1989),
e. g., the Eastern Pacific (right side of Fig. 2.2). A warming at the
Western Pacific surface therefore leads to higher free tropospheric
temperatures above the relatively cool ocean of the tropical subsidence
regions. This enhanced inversion provides favorable conditions for the
formation of stratus and stratocumulus clouds (Bretherton, 2015), in
particular in the central and Eastern Pacific subsidence regions of the
Walker circulation. Since the low clouds’ main effect is the reflection
of SW radiation, this constitutes a negative cloud feedback (Gettelman
and Sherwood, 2016).

The local and remote lapse-rate and cloud feedbacks that originate
from the Western Pacific are so strong that they exert a dominant
control on Earth’s global-mean feedback (Andrews et al., 2015; Dong
et al., 2019). The more temperature change is concentrated in the WP,
the more this region’s stabilizing feedbacks will affect the global mean
response. Note that the sign of the feedback is independent of the
sign of the forcing, so that the WP feedback processes are stabilizing
under both negative and positive forcing. They cool the Earth when it
is heated, and they heat it when it is cooled.
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The findings I summarized in the previous paragraphs bear im-
portant implications, which also serve as motivations for this work.
First, they present a problem for the energy balance framework, be-
cause they contradict the assumption that λ is a planetary constant,
which uniquely describes the Earth system’s stability to radiative per-
turbations. Second, simple zero- or one-dimensional models cannot
accurately describe transient climate change if they do not allow for
varying feedback parameters. Third, the feedback from observed or
paleo-climate change poorly predicts future climate change unless
changing SST patterns are taken into account (Alessi and Rugenstein,
2023; Rugenstein et al., 2016a; Sherwood et al., 2020). Regarding the
topic of this thesis, this also applies to estimating climate sensitiv-
ity from the observed climate response following volcanic eruptions
(Andrews et al., 2022; Boer et al., 2006; Pauling et al., 2023).

The pattern effect framework has long been applied to the vari-
ation of the feedback parameter with time, which has been subject
to extensive research (e.g. Andrews et al., 2018; Andrews and Webb,
2018; Armour et al., 2013; Held et al., 2010; Stevens et al., 2016; Win-
ton et al., 2010). In contrast, the dependence of feedback on forcing
agents due to specific SST patterns has received less attention, and
an understanding of this phenomenon is only beginning to evolve.
Ceppi and Gregory (2019) point out that different forcing agents cause
different SST patterns with different effects on large-scale tropospheric
stability, which affects lapse rate and cloud feedbacks. Gregory et al.
(2020) also suggest a relation between temperature patterns and feed-
back to volcanic eruptions. Recently, the dependence of the feedback
parameter on the forcing agent has been linked to the pattern effect
using Green’s functions (Zhou et al., 2023, published after the paper
of appendix A). I address the lack of pattern effect studies related
to feedback differences between forcing agents in chapter 3, where
I identify differences in WP temperature change as primary causes
for the feedback differences between CO2 and stratospheric aerosol
forcing.

2.3 stratospheric aerosol vs . co2 forcing

The energy balance framework and the pattern effect framework have
mostly been developed around CO2 forcings. They provide useful
concepts for the treatment of the research question, in particular
for linking the radiative feedback to surface temperature patterns.
However, in order to find out what distinguishes the climate response
to stratospheric aerosol forcing from that to CO2 forcing on a deeper
mechanistic level, it is useful to understand how exactly these forcings
come about and how they differ. Therefore, I briefly introduce the main
mechanisms of CO2 and stratospheric aerosol forcing and point out



12 background

differences that could lead to the asymmetries between their climate
responses.

2.3.1 Stratospheric aerosol forcing

Stratospheric aerosol forcing arises when sulfate aerosol is added to
the background aerosol layer of the stratosphere. This can happen due
to the chemical reactions to volcanically injected sulfur, or by deliberate
injection of sulfur compounds1 as a strategy to offset climate impacts
from greenhouse gas warming. The radiative forcing arises because the
aerosol alters the radiative balance in two ways: first, aerosol scatters
incoming SW radiation, which increases the Earth’s albedo. Since the
troposphere only weakly absorbs SW radiation (Wild et al., 2015),
the main consequence is decreased absorption of SW radiation at
the surface, which constitutes a negative forcing. Second, the aerosol
absorbs LW radiation, which heats the aerosol layer and causes a
positive forcing due to the greenhouse effect. The SW outweighs the
LW effect, hence stratospheric aerosol tends to cool the Earth. Volcanic
aerosol has an e-folding lifetime in the stratosphere of about one year
(Robock, 2000), and so does the resulting radiative forcing.

The last volcanic eruption that caused substantial global-mean cool-
ing happened in June 1991, when Mt. Pinatubo on the Philippines
erupted and injected an estimated 5 - 10 Tg of sulfur into the strato-
sphere (Timmreck, 2018) (compare this to 0.1 Tg yr−1 in volcanically
quiescent periods, Rasch et al., 2008). In the following year, Earth
cooled by approximately 0.4 K (Thompson et al., 2009). A volcanic
eruption’s global climate impacts on time scales longer than a few
weeks depend on the sulfur emission, not on the erupted magma mass
or the amount of ash that is emitted (Timmreck, 2018).

2.3.2 CO2 forcing

In contrast to stratospheric aerosol forcing, CO2 forcing affects only
LW radiation. CO2 absorbs terrestrial LW radiation from the relatively
warm surface and emits it from the typically colder atmosphere. The
difference in emission temperatures of surface and atmosphere is
responsible for the greenhouse effect. CO2 forcing is usually associ-
ated with positive forcing because CO2 concentrations on Earth are
rising. However, decreasing CO2 concentrations would lead to a nega-
tive forcing, similar to stratospheric aerosol forcing. Less CO2 in the
stratosphere also reduces the emissivity of the stratosphere, leading to
spread out stratospheric heating (Manabe and Wetherald, 1975). CO2

1 Other aerosol types, such as alumina, calcite, or diamond, are also under consideration
for climate engineering (Sukhodolov et al., 2024). This thesis exclusively treats sulfate
aerosol, which is responsible for the cooling effect of volcanic eruptions, and the most
commonly researched material for climate engineering.
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forcing persists for up to hundreds of thousands of years (Archer and
Brovkin, 2008; Inman, 2008).

At this point, the research question is posed, and the mechanisms
by which CO2 and stratospheric aerosol forcing affect the climate are
clear. The necessary tools to resolve the climate response asymmetry
between CO2 and stratospheric aerosol forcing have been introduced.
In the following two chapters, I summarize the results from the pa-
pers in the appendix. I establish the link between strong temperature
change in the WP and strong feedback to stratospheric aerosol forcing,
building upon the pattern effect framework introduced in this section
(chapter 3). I then connect the WP temperatures to the stratospheric cir-
culation changes that arise from stratospheric aerosol forcing (chapter
4).





3
S T R O N G F E E D B A C K T O S T R AT O S P H E R I C A E R O S O L
F O R C I N G : T H E K E Y R O L E O F T H E PAT T E R N E F F E C T

The overarching goal of the thesis is to explain why stratospheric
aerosol forcing causes stronger feedback than CO2 forcing. Since the
pattern effect framework has proven useful to understand variations
of the feedback parameter under CO2 forcing, I take it as a starting
point for investigating the feedback differences between CO2 and
stratospheric aerosol forcing. I ask:

Can the different feedback parameters to CO2 and stratospheric
aerosol forcing be explained by the pattern effect?
Yes. In this chapter, I show how temperatures in the WP modulate the
feedback parameter, and that this is the cause for the strong feedback
to stratospheric aerosol forcing. For details, see the paper in appendix
A.

3.1 model and simulations

I do this by performing simulations with three different forcings
in the coupled general circulation model MPI-ESM 1.2 (Mauritsen
et al., 2019). The CO2 simulations are performed under an abrupt,
constant halving or doubling of CO2 concentrations, termed 0.5 × CO2

and 2 × CO2, as an analog to CMIP’s abrupt-4 × CO2 experiments
(Eyring et al., 2016). For simulating aerosol forcing, I use the “Easy
Volcanic Aerosol” forcing generator (EVA, Toohey et al., 2016) to
derive idealized aerosol optical properties, that describe the time-
mean aerosol field in the three years after a tropical volcanic eruption.
I prescribe these aerosol optical properties abruptly as a constant
forcing to the Aero simulation. The time-constant forcing of Aero
resembles forcing from solar radiation management rather than from a
volcanic eruption. It allows an apples-to-apples comparison to the time-
constant CO2 forcings, and to identify differences between the forcing
agents regardless of their time scales. For each forcing (0.5 × CO2,
2 × CO2, Aero), I conduct one simulation spanning 1000 years and an
ensemble of 40 simulations with independent initial conditions, each
lasting 10 years. I also perform one simulation each with fixed SST
over 30 years to diagnose the effective forcing.

15
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Figure 3.1: N(T) (Gregory) plot. All values from 0.5 × CO2 and Aero exper-
iments are multiplied by -1 in order to show them in the same
quadrant as the 2 × CO2 results. Linear regressions are shown for
the early period (years 1–10) and the late period (years 100–400).
Crosses mark the fixed SST effective forcings and the equilibrium
temperatures, which were extrapolated from a linear regression
of N(T) over years 100–1000. The first 10 points of each simulation
type are the ensemble averages from the 40-member ensembles
of the first decade. Afterwards, due to the lack of an ensemble,
each point shows 40-year averages in order to reduce the impact
of internal variability. The slope of each regression line is the
feedback parameter.

3.2 feedback in mpi-esm

The N(T) plot is shown in Fig. 3.1. All forcings produce relatively
strong feedback in the first decade, indicated by the relatively steep
slopes in the left half of Fig. 3.1. During the first decade, stratospheric
aerosol forcing produces 23 % stronger feedback than the CO2 forcings,
consistent with previous studies’ findings (Table 2.1). On the centennial
time scale, the feedback weakens, and the feedback parameters of the
three simulations differ only within uncertainty. Fig. 3.1 shows that
in MPI-ESM feedback differences between aerosol and CO2 forcing
cannot be purely explained by the different duration of short-term
volcanic aerosol and constant CO2 forcing, as all forcings are constant
in my experiments. However, the figure does not provide any insights
into the underlying mechanisms.

3.3 the key role of the pattern effect

I demonstrate in Fig. 3.2 that the pattern effect is responsible for
the feedback differences between CO2 and aerosol forcing. With a
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Figure 3.2: Scatter plot of feedback parameter vs ratio of WP mean to global
mean temperature change. Feedback parameters and associated
standard errors are calculated by: regression over 10 years, fol-
lowed by ensemble averaging, for years 1-10; regression over
40-year-averages for years 100-400, in order to eliminate natural
variability. The gray dashed line is a linear regression through
the feedback parameter values from all 3 x 40 = 120 ensemble
members from the first decade.

correlation of r = –0.7, strong decadal feedback is associated with
strong temperature change in the WP, which is the central result of
the paper of appendix A. This finding directly relates to the feedback-
strengthening processes illustrated in Fig. 2.2 and the accompanying
text. In the aerosol simulations, an anomalously strongly cooling WP
can effectively unfold its strong negative feedback processes over
the tropical oceans. In MPI-ESM these feedback differences manifest
mostly in the lapse rate feedback, partly mitigated by the opposing
water vapor feedback. In contrast, the feedback dependence on time
in CO2 simulations has mostly been attributed to changing cloud
feedback (Andrews et al., 2015; Dong et al., 2020).

On the centennial time scale, the temperature changes are less
pronounced in the warm pool compared to the global mean, which
explains the weakening feedback (Fig. 3.2). This can be attributed to
delayed temperature change in the high latitudes (Armour et al., 2016;
Rugenstein et al., 2016a; Senior and Mitchell, 2000), which diminishes
the WP’s role in setting the global mean feedback.

The WP is not the region with the largest temperature pattern dif-
ferences between Aero and the CO2 forcings. Much greater differences
can be found, e. g., over the Southern Ocean and the Northern Pacific
(not shown here, for details see Fig. A.4). However, the local and
remote radiative effects originating from unit changes in WP SST by
far outweigh the radiative impact of SST in other regions (Dong et al.,
2019). Therefore, even small WP differences can govern the global-
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CO2 Aerosol

My Simulations 0.88 ± 0.02 1.03 ± 0.02

40 TgS 1.19 ± 0.01

20 TgS 1.32 ± 0.01

EVA-ENS 10 TgS 1.49 ± 0.04

5 TgS 1.70 ± 0.58

2.5 TgS 2.50 ± 1.67

CMIP6 0.97 ± 0.04 1.10 ± 0.03 (Krakatau)

1.07 ± 0.05 (Pinatubo)

Table 3.1: Ratio of WP temperature change to global mean temperature
change, obtained by regression. In my simulations, the regres-
sion is performed over the first ten years. In EVA-ENS and the
CMIP6 4 × CO2 simulations, the regression is performed over
the first three years. In the CMIP6 historical simulations, regres-
sions are performed over years 1883 - 85 (Krakatau) and 1991 - 93

(Pinatubo).

mean radiative feedback. I find that 10 % stronger temperature change
in the WP relative to the global mean leads to about 0.2 W m−2 K−1

(about 10 %) more negative feedback. The ratio of WP to global mean
warming explains about half the variance of the feedback parameter
across all decadal simulations in MPI-ESM. This value is surprisingly
high, given that this ratio is a very simple metric for the temperature
pattern. While the WP boundaries are based on previous findings (e. g.,
Andrews and Webb, 2018; Dong et al., 2019), they were not tuned to
maximize the correlation with the feedback parameter.

3.4 strong warm pool cooling in less idealized simula-
tions

Finally, I show that the key results hold not only in my strongly ideal-
ized simulations, but also in simulations with more realistic volcanic
forcing conditions. I test this with the MPI “idealized volcanic forcing
ensemble” (EVA-ENS Azoulay et al., 2021), which consists of simula-
tions with volcanic aerosol forcing obtained from EVA, the same tool I
used to create the idealized forcing files for my simulations. However,
the EVA-ENS forcing depends on time in a way that is realistic for
volcanic eruptions, and retains the seasonally enhanced transport to
the winter hemisphere. There are 100 ensemble members each for
injection masses between 2.5 and 40 Tg sulfur (TgS). In comparison,
the Mt. Pinatubo eruption from 1991 injected an estimated 5 - 10 TgS
(Timmreck, 2018). Table 3.1 shows that the EVA-ENS simulations share
my simulations’ behavior of strong WP temperature change compared
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to the global mean, indicating that this effect persists under more
realistic volcanic forcing conditions.

Not only EVA-ENS, but also the CMIP6 multi model ensemble of
historical simulations corroborates my findings. In the multi-model
mean, the WP temperature change normalized by the global mean is
about 10 percentage points stronger in volcanically impacted years of
the historical simulations, than under constant 4 × CO2 forcing (Table
3.1).

Coming back to the research question, I have shown the existence of
an asymmetry between the climate response to CO2 and stratospheric
aerosol forcing, using model simulations from other author teams and
myself. Stratospheric aerosol forcing causes stronger feedback than
CO2 forcing, although this may only be true for the first decade of
the forcing. The strong feedback arises due to pattern effects, because
stratospheric aerosol forcing produces pronounced cooling of the WP.





4
W H Y D O E S S T R AT O S P H E R I C A E R O S O L F O R C I N G
S T R O N G LY C O O L T H E WA R M P O O L ?

Having established that WP temperature changes are the preemi-
nent cause for the feedback differences, another question immediately
arises:

Why does stratospheric aerosol forcing strongly cool the warm pool?
In this chapter, I show that a surface perspective on the forcing must
be taken to understand the temperature pattern that results from
stratospheric aerosol forcing. The acceleration of the Brewer-Dobson
circulation (BDC) plays a distinctive role in transporting energy from
the tropical surface to the extratropics, which is a necessary ingredient
to explain the enhanced WP cooling. The results that I present here
are a summary of the paper in appendix B.

4.1 hypotheses

I introduce hypotheses that could explain the enhanced warm pool
cooling, and develop methods to test them. The most obvious hypoth-
esis is that differences in the temperature pattern could arise from
differences in the effective forcing pattern, which is typically measured
at the TOA (hence called “TOA forcing” hereafter). The idea behind
the TOA forcing hypothesis can be understood from Fig. 4.1 (a) and
(b), which show the pattern of effective forcing at the TOA. The TOA
effective forcing over the WP is 40 % stronger than the global mean
in Aero, while this difference is only 15 % in 0.5 × CO2. In Aero, the
tropics are subjected to stronger forcing than the global mean, due
to the higher aerosol concentration and stronger insolation. It seems
intuitive that the local forcing maximum in the tropics, particularly in
the WP, could lead to a cooling maximum in the WP.

Alternatively, it is possible that the spectral differences of the forc-
ings cause the pattern differences. The fact that aerosol forcing primar-
ily affects SW radiation, while CO2 interacts with LW radiation, has
been speculated to be a relevant distinction (Bony et al., 2006).

Other hypotheses are centered around the stratospheric heating
that arises in consequence to the aerosol’s LW absorption. A warmer
cold point allows more water vapor to enter the stratosphere (Joshi
and Shine, 2003; Kroll et al., 2021), potentially impacting the tempera-
ture response (Lee et al., 2023). Furthermore, the local heating of the
aerosol layer alters the stratospheric meridional temperature gradient,
potentially affecting the polar vortex’ position and strength (Azoulay

21
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Figure 4.1: Effective forcing diagnosed at the TOA (top row), surface (middle
row), and their difference (bottom row). WP and tropics are
shown with solid and dashed lines, and the field average over
these regions is shown in the WP box and in the dashed line,
respectively. The global mean is shown at the top of each panel.
Note that the surface forcing values over land are not masked,
but actually (close to) zero.

et al., 2021; Bittner et al., 2016; Graf et al., 2007; Toohey et al., 2014).
Model studies suggest an acceleration of the BDC as a consequence
of stratospheric aerosol forcing (e. g., Aquila et al., 2013; Garcia et al.,
2011; Garfinkel et al., 2017; Pitari and Mancini, 2002), but observational
studies yield mixed results (e. g., Diallo et al., 2012; Graf et al., 2007;
SPARC, 2022; Schnadt Poberaj et al., 2011). Within the wave-driven
BDC, air enters the stratosphere in the tropics, where the forced up-
welling leads to an adiabatic cooling of the environment. After moving
polewards, the air descends in the extratropical stratosphere where
it causes adiabatic heating (Holton et al., 1995). While there has been
research on the impact of stratospheric aerosol on the stratospheric
circulation (Diallo et al., 2017; Garfinkel et al., 2017; SPARC, 2022), it is
unclear how this affects radiative feedback and temperature patterns.

I expect to find the origin of the temperature pattern differences
in one or more mechanisms from the pool of possibilities I outlined.
In this chapter I test these hypotheses with coupled and fixed-SST
simulations with the MPI-ESM.

4.2 testing the toa forcing hypothesis

First, I reject the hypothesis that the WP-enhanced TOA forcing pat-
tern from stratospheric aerosol is the sole cause of the WP-enhanced
temperature change. If the TOA forcing pattern hypothesis were true,
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Figure 4.2: Scatter plot of feedback parameter vs ratio of WP mean to global
mean temperature change. Squares represent results from the
radiatively forced simulations (described in chapter 3. The circles
are from the q-flux-forced simulations, which I discuss in section
4.6 Feedback parameters and associated standard errors are calcu-
lated by regression over 10 years, followed by ensemble averaging.
The gray dashed line is a linear regression through the feedback
parameter values from all 3 x 40 = 120 ensemble members from
the first decade.

a CO2-forced simulation with a WP-enhanced TOA forcing pattern
would also produce stronger temperature changes in the WP. I develop
such a “patterned CO2” simulation (pCO2

1) where CO2 concentrations
are not a single number, but a field, which depends on longitude and
latitude. I iteratively adjust the CO2 concentrations until they match
the target forcing field from the stratospheric aerosol. Since the aerosol
forcing varies seasonally due to changing insolation, the CO2 field de-
pends not only on longitude and latitude, but also on the month. The
pCO2 simulation has generally reduced CO2 concentrations (since the
mean forcing is negative), which vary considerably. The resulting TOA
effective forcing field of pCO2 is similar to that of Aero, but not quite
as WP-enhanced (Fig. 4.1), which I address later. Although unrealistic,
making CO2 not well mixed provides a direct test of the TOA forcing
pattern hypothesis.

Fig. 4.2 shows the first decade of the 0.5 × CO2, pCO2 and Aero
simulations in the space of WP temperature change and feedback
which I developed in chapter 3 (compare also Fig. 3.2). Although the
TOA forcing pattern of pCO2 is almost as WP-enhanced as that of
Aero, its temperature pattern and consequently the feedback rather
resemble 0.5 × CO2. The pCO2 simulation’s output follows the rela-
tionship between the temperature change in the WP and the feedback

1 In this thesis, pCO2 always refers to the patterned CO2 simulations, and never to the
otherwise common partial pressure of CO2
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parameter established in Fig. 3.2, corroborating the results of chapter
3.

A statistical comparison of the ratios of WP-mean temperature
change to global-mean temperature change underpins this result quan-
titatively. I perform Student’s t-tests to test the null hypothesis that
these ratios (1 value per ensemble member, i. e. 40 for each forcing
type) are drawn from the same distribution. The null hypothesis is
rejected with p = 10−6 when comparing Aero and pCO2, but is not
rejected when comparing 0.5 × CO2 and pCO2 (p = 0.2). The signifi-
cant difference between pCO2 and Aero persists even when correcting
for the fact that the forcing field of pCO2 is not quite as WP-enhanced
as that of Aero, albeit at a higher p-value (p = 0.02, for details see
appendix A).

This analysis shows that despite their similar TOA forcing patterns,
pCO2 and Aero produce considerably different temperature patterns
(Fig. 4.2), in conflict with the TOA forcing hypothesis. This indicates
the existence of another aerosol-specific process that contributes to the
temperature pattern differences.

4.3 the role of surface forcing

The hypothesis was grounded in the idea that stronger forcing in the
WP could lead to stronger temperature change in the WP. Forcing is
traditionally measured at the TOA (Forster et al., 2016). However, the
surface temperatures respond to fluxes at the surface, not fluxes at
the TOA. I present results that show that the surface forcing pattern
can better explain the discrepancy between the temperature patterns.
Effective forcing is traditionally defined at the TOA, but can be di-
agnosed at the surface as well. While there are no turbulent fluxes
(sensible heat, latent heat) at the TOA, they must be taken into account
for the surface forcing.

The surface effective forcing of Aero is twice as strong in the WP
as in the global mean, and thus even more WP-enhanced than the
TOA effective forcing. In comparison, the surface effective forcing of
0.5 × CO2 and pCO2 is only slightly stronger in the WP than in the
global mean. Before showing that this discrepancy indeed explains
Aero’s amplified WP temperature change, I explain the processes that
cause the differences between surface forcing and TOA forcing.

The difference between TOA forcing (FTOA, first row of Fig. 4.1) and
surface forcing (Fsurface, second row of Fig. 4.1) is the forcing on the
atmosphere (Fatm, third row of Fig. 4.1). Fatm has a pattern because the
atmosphere transports energy and thus redistributes forcing. However,
it is zero in the global mean, because the atmosphere cannot act as a
substantial energy source or sink on long time scales, due to its small
heat capacity. A similar argument can explain why surface forcing is
zero over land, which has a small heat capacity, too (see second row
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of Fig. 4.1). A key ingredient for the following arguments is the fact
that the difference between TOA and surface forcing is balanced by
atmospheric energy transport, i. e. the horizontal heat flux divergence
Q.

FTOA − Fsurface = Fatm (4.1)

Fatm + Q = 0 (4.2)

Both sides of Eq. 4.1 globally average to zero. In Aero, the atmospheric
energy transport out of the WP is slightly more than 1 W m−2 stronger
than in the CO2 simulations (compare WP averages in the lower row
of Fig. 4.1). Hence, the surface forcing in Aero is especially strong in
the WP, because the atmosphere effectively transports energy out of
the WP to other regions, particularly to the extratropics. I separate the
energy transport anomaly into a meridional and a tropical-zonal com-
ponent. The meridional component represents the energy transport
from the tropics to the extratropics, while the tropical-zonal com-
ponent represents the energy transport from the WP to the tropical
non-WP regions.

The energy transport distinctions between Aero and the CO2 simula-
tions arise mainly from the meridional component, which amounts to
1 W m−2 in Aero, but only 0.1 W m−2 and 0.3 W m−2 in 0.5 × CO2 and
pCO2, respectively. Large-scale meridional energy transport is typically
associated with the Hadley circulation and eddies. Surprisingly, they
do not play major roles in effectuating the anomalous energy transport
that arises from stratospheric aerosol forcing. Instead, the BDC turns
out to be a key player that greatly affects the surface forcing, despite
acting in the stratosphere.

4.4 meridional energy transport via an accelerated

brewer-dobson circulation

I argue that the meridional energy transport in Aero mainly arises from
an acceleration of the BDC, which comes to pass as an adjustment
irrespective of surface temperature changes. Within the climatological
BDC, air rises in the tropical stratosphere, then moves poleward, and
descends in the extratropical stratosphere. In the upwelling branch, the
expanding air causes adiabatic cooling K (in K s−1) of the environment.
The cooling is proportional to the residual mean vertical velocity
w̄∗ (i. e., the strength of the BDC), and the difference between the
background lapse rate ∂T

∂z and the dry adiabatic lapse rate − g
cp

(Birner
and Charlesworth, 2017):

K = −w̄∗
(

∂T
∂z

+
g
cp

)
(4.3)

(4.4)



26 why does aerosol forcing strongly cool the warm pool?

0.5 × CO2 Aero pCO2

∆Qadi / Wm−2 0.0 −0.9 −0.1

∆Qadi due to ∆w̄∗ / Wm−2 0.2 −0.7 0.1

∆Qadi due to ∆ ∂T
∂z / Wm−2 −0.2 −0.2 −0.2

− Meridional energy transport /
Wm−2 (from Fig. 4.1 lower row)

−0.1 −1.0 −0.3

Table 4.1: Anomalous adiabatic cooling in the stratosphere at fixed SST, cal-
culated according to Eq. 4.5, and averaged over the tropics (30°N
to 30°S). The second and third rows show the contributions from
changes in the upwelling speed and the lapse rate.

where g is the gravitational acceleration and cp the specific heat
capacity of dry air. The residual mean vertical velocity w̄∗ is obtained
from a transformed Eulerian mean analysis (e.g. Butchart, 2014). The
analysis here is restricted to the tropics, where the influence of eddies
is small, and therefore w̄∗ is similar to the vertical velocity w. The
adiabatic cooling rate can be converted to a heat flux convergence
due to adiabatic cooling Qadi (in W m−2). This is accomplished by
integrating the adiabatic cooling over the stratosphere and using the
hydrostatic approximation ρdz = −dp/g:

Qadi = −
cp

g

∫ 1 hPa

100 hPa
K(p) dp (4.5)

Using a first-order Taylor expansion, the changes in K can be further
decomposed into contributions from changes in w̄∗ and ∂T

∂z .
The tropically averaged anomalous adiabatic cooling within the

BDC’s rising branch amounts to 0.9 W m−2 in Aero (Table 4.1). Globally,
the BDC is not an energy sink. The same energy is released as adiabatic
heating in the sinking branch of the BDC in the extratropics. The
described process therefore constitutes an energy transport from the
tropics to the extratropics. In Aero, the energy transport via the BDC
explains the meridional atmospheric energy transport of 1 W m−2

seen in Fig. 4.1 almost entirely. Partitioning the anomalous adiabatic
cooling into contributions from changes in lapse rate and vertical
velocity shows that the effect mainly arises from an acceleration of the
BDC (Table 4.1). The energy loss from adiabatic cooling in the tropical
stratosphere is communicated to the troposphere via radiation. If there
was no adiabatic cooling, the tropical stratosphere would heat up even
more and cause additional downward LW radiation which would heat
the tropical troposphere, and hence the surface. In contrast to Aero,
in the CO2 simulations there is only a small adiabatic cooling in the
tropics, and hence little meridional energy transport.
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4.5 comparison to other models and observations

Is this mechanism specific to MPI-ESM or shared among climate
models? The additional adiabatic cooling from the BDC also appears
in post-eruption years in historical simulations of the CMIP6 multi
model ensemble. Since I restrict the CMIP6 analysis to the tropics
where the eddy contribution is small, I simplify it by using w instead
of w̄∗, which allows me to work with monthly-mean instead of daily
or 6-hourly output. In MPI-ESM, this causes an underestimation of ≈
10 %, and I expect similar errors in CMIP. Compared to the piControl
simulation, adiabatic cooling of the tropical stratosphere in the years
following the Krakatau eruption and Pinatubo eruption is stronger
than in the control simulation by (0.12 ± 0.02)W m−2 and (0.13 ±
0.03)W m−2, respectively (multi-model mean ±standard error). The
additional adiabatic cooling of the post-eruption years amounts to
0.16 W m−2 and 0.25 W m−2 when restricting the analysis to models
with at least 10 realizations in order to minimize the influence of
internal variability.

It follows that the acceleration of the BDC, arising as an adjustment
to stratospheric aerosol forcing, causes a substantial energy export
from the tropics to the extratropics. This leads to a pronounced neg-
ative surface forcing in the tropics. The findings that I obtain with
the MPI-ESM simulations qualitatively agree with the CMIP6 multi
model mean and modeling studies, which have consistently shown
an acceleration of the BDC following volcanic eruptions (e. g., Aquila
et al., 2013; Garcia et al., 2011; Garfinkel et al., 2017; Pitari and Mancini,
2002).

Observational and reanalysis studies show mixed results. Some
studies find enhanced wave activity after volcanic eruptions (Graf et
al., 2007; Schnadt Poberaj et al., 2011), which can cause an acceleration
of the BDC. Others do not find BDC anomalies (Diallo et al., 2012;
SPARC, 2022; Seviour et al., 2012). However, reanalysis products may
not be suitable to study the BDC because they do not assimilate
stratospheric aerosol, leaving them ignorant to heating rate anomalies
(Abalos et al., 2015). Furthermore, observations might miss the height
of the maximum vertical velocity change (Toohey et al., 2014).

4.6 stronger surface forcing in the wp causes stronger

local cooling

In order to link the results on the forcing pattern to the tempera-
ture pattern and therefore the feedback (see chapter 3), it remains
to be shown that the enhanced forcing at the WP surface causes en-
hanced temperature change at the WP surface. This may seem obvious.
However, a localized surface flux can lead to much stronger remote
than local surface temperature responses (e. g., Lin et al., 2021; Liu



28 why does aerosol forcing strongly cool the warm pool?

et al., 2018a,b, 2022). I establish the link between locally enhanced
forcing and temperature change in the WP using a separate set of
simulations which are forced by surface fluxes instead of radiative
perturbations. The surface forcings diagnosed from the 0.5 × CO2,
Aero, and pCO2 simulations (Fig. 4.1 middle row) are prescribed as a
heat source / sink (q-flux forcing, or “ghost forcing” Hansen et al.,
1997), but no changes are made to the atmospheric aerosol or CO2

concentrations. If stronger surface forcing in the WP is the reason
for stronger temperature changes in the WP, then this effect should
appear in these q-flux-forced simulations as well. Indeed, Fig. 4.2
shows that simulations with stronger WP surface forcing also cause
stronger WP temperature change (Aero > pCO2 > 0.5 × CO2). However,
the q-flux-forced simulations generally produce stronger temperature
change in the WP than their radiatively forced counterparts. Although
knowledge of the surface forcing is not enough to correctly simu-
late the temperature patterns, the q-flux-forced simulations support
the hypothesis that strong surface forcing in the WP leads to strong
temperature change in the WP.
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C L O S I N G T H O U G H T S

5.1 summary

In the beginning of chapter 2 I motivated the thesis with the question
how much the Earth changes its temperatures in reaction to radiative
forcing. I delineated the current understanding of climate feedback
and pointed out an apparently paradoxical asymmetry between the
climate response to CO2 and stratospheric aerosol forcing. Resolving
this peculiarity not only holds significance for gaining deeper insights
into the climate response to stratospheric aerosol forcing, but can also
advance our understanding of climate feedback and the pattern effect
in broader terms. Consequently, with the objective of adding to the
discourse surrounding forcing, feedback, and the pattern effect, I set
out to answer the overarching research question

Why does stratospheric aerosol forcing cause stronger feedback than
CO2 forcing?

I formulated mechanisms and research hypotheses which I tested with
the general circulation model MPI-ESM 1.2. In the beginning of this
section, I summarize my contribution to answering the main research
question, guided by the two sub-research questions that I formulated
in this thesis. I then discuss the broader impact on comprehending
climate feedback and the pattern effect, and finally present research
avenues that I deem promising for closing the remaining gaps.

Can the different feedback parameters to CO2 and stratospheric
aerosol forcing be explained by the pattern effect?

Yes. I show that 50 % of the variance in feedback parameter is ex-
plained by a simple index for the temperature pattern, the ratio of
warm pool to global mean temperature change, in MPI-ESM. In agree-
ment with most modelling studies, I find stronger feedback to strato-
spheric aerosol forcing than to CO2 forcing. In MPI-ESM, feedback
to stratospheric aerosol is time-dependent and weakens considerably
on a decadal to centennial time scale, so that the feedback differences
between stratospheric aerosol and CO2 forcing are only pronounced
within one decade. The warm pool plays a superior role in setting
Earth’s global mean feedback. Warm pool temperatures react more
strongly to stratospheric aerosol than CO2 forcing, which allows the
strong stabilizing feedbacks that originate from the warm pool to
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unfold efficiently.

Why does stratospheric aerosol forcing strongly cool the warm pool?

The strong warm pool cooling due to stratospheric aerosol is partially
explained by the pronounced negative forcing at the TOA, result-
ing from high aerosol load, high insolation, low background albedo,
and cloud adjustments. However, this explanation, albeit intuitive,
does not suffice. The pattern of surface temperature change is more
closely linked to the pattern of forcing at the surface than at the TOA.
Stratospheric aerosol causes particularly strong surface forcing in the
warm pool, and consequentially a strong local surface cooling. The
Brewer-Dobson circulation plays a major role in this process. In cli-
mate models, the Brewer-Dobson circulation accelerates due to the
differential stratospheric heating, and transports additional energy
from the tropical surface to the extratropics via the stratosphere.

The identified key processes, such as the strong warm pool tempera-
ture change and enhanced adiabatic cooling from stratospheric aerosol
forcing, are also present in the CMIP6 multi model ensemble. How-
ever, observational evidence is weak (see also chapter 4). The only
climatically relevant eruptions since 1850 are those of Krakatau (1883),
Katmai (1912), Agung (1963), El Chichon (1982), and Pinatubo (1991)
(Timmreck, 2018), the latter being the only one in the satellite era.
Temperature patterns are naturally so variable, e. g., due to ENSO,
that a few volcanic eruptions do not suffice to make a clear statement.
In any case, if we believe that stratospheric aerosol forcing causes an
acceleration of the Brewer-Dobson circulation, then the results from
this thesis show that the consequent adiabatic cooling anomaly causes
pronounced negative forcing at the tropical surface. However, if the
acceleration of the Brewer-Dobson circulation turns out not to be a
real-world phenomenon, the consequences for the surface forcing
pattern and even the strong feedback to stratospheric aerosol forcing
itself may have to be reevaluated. It should also be kept in mind that
the aerosol in my model is not transported, and described by a highly
idealized profile without seasonal dependence. However, I don’t ex-
pect this to impact the results qualitatively. Richter et al. (2017) find
only small differences in stratospheric upwelling and temperatures
when comparing aerosol-forced simulations in a single model with
and without interactive ozone chemistry.

5.2 conclusions

Moving forward, what is the broader significance of this thesis’ find-
ings? The first motivation I stated was to shed light on the climate
response to stratospheric aerosol forcing, in particular to resolve the
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climate response asymmetry between CO2 and stratospheric aerosol
forcing. My results spotlight the warm pool’s prominent role for feed-
back differences between CO2 and stratospheric aerosol forcing, which
are only pronounced on decadal time scales. This implies that solar
geoengineering by stratospheric aerosol injection might get more effec-
tive over time, as the high latitude temperature change strengthens at
the expense of changes over the warm pool. However, since the expla-
nations are based on temperature change patterns, it is unclear how
they carry over to a world of stagnating temperatures. Stratospheric
heating has already been recognized as a climatically relevant adjust-
ment to stratospheric aerosol forcing with impacts on, e. g., the tropical
overturning circulation (Ferraro et al., 2014), midlatitude circulation,
and the hydrological cycle (Simpson et al., 2019). My results add to this
by pointing out how the ensuing acceleration of the Brewer-Dobson
circulation impacts the troposphere and surface climate. Additionally,
this implies that solar dimming is a deficient substitute for modelling
stratospheric aerosol forcing, which has been argued before, but on
different grounds (Ferraro et al., 2014; Simpson et al., 2019; Visioni
et al., 2021).

I had also suggested that investigating the asymmetry between the
climate response to CO2 and stratospheric aerosol forcing may provide
insights into climate feedback in general. Has this goal been achieved?
I show that feedback to stratospheric aerosol forcing is different from
feedback to CO2 forcing and that this feedback difference changes
over time. Consequently, even if there were enough observations of
volcanic eruptions to eliminate the influence of internal variability,
they could not be used to constrain equilibrium climate sensitivity (in
agreement with, e. g., Gregory et al., 2020; Merlis et al., 2014; Pauling
et al., 2023; Stowasser et al., 2006; Wigley et al., 2005). Furthermore,
my findings highlight the role of surface forcing for the formation of
temperature change patterns, in agreement with Kang and Xie (2014).
By contrasting the surface forcing pattern to the TOA forcing pattern,
I challenge previous studies suggesting that the TOA forcing pattern
might explain feedback to aerosol forcing (Salvi et al., 2022, 2023), solar
forcing (Kaur et al., 2023; Modak et al., 2016), and temperature change
patterns in general (Liu et al., 2022). The established method of diag-
nosing effective forcing at the TOA is useful for global means, but not
sufficient for understanding the formation of surface temperature pat-
terns. Differences between the effective forcing at the TOA and at the
surface arise from circulation adjustments. The anomalous circulations
produce atmospheric heat transport changes, which can redistribute
forcing between different regions of the Earth. Future studies inves-
tigating the relationship between forcing patterns and temperature
change patterns should take this finding into consideration. The fact
that the Brewer-Dobson circulation can affect temperatures at the sur-
face reveals an important aspect of stratosphere-troposphere-surface
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coupling, highlighting the importance of the stratosphere for surface
processes. It is interesting to note that knowledge of the surface forcing
is not sufficient to reconstruct the exact temperature change pattern
(Fig. 4.2), although this was shown to be the case in an aquaplanet slab
ocean simulation (Haugstad et al., 2017). This may be related to the
lack of surface forcing over land, or the need to prescribe also other
air-sea fluxes such as momentum or freshwater flux to the dynamical
ocean. CESM2 simulations with historical forcing point towards a
critical role of wind stress forcing (McMonigal et al., 2023).

In chapter 2 and throughout this thesis I have shown attempts to
explain the non-constancy of the feedback parameter, and to reconcile
Eq. 2.1 (N = F + λT) with models and reality. Taking a step back,
one can ask whether the energy balance framework is at all a useful
way of thinking about the climate response to forcing, given all the
weaknesses and inconsistencies. I do think it is. Linearization is often
our best chance to get a grasp of non-linear processes. Furthermore,
the energy balance framework has been very successful, especially
when taking into account how simple it is. The challenge lies in
maximizing improvements to the skill with minimal modifications,
such as separating the Earth into Warm Pool and non-Warm Pool
regions. The quest to reconcile reality with N = F + λT has led to so
many discoveries in Earth system science (see chapter 2), and keeps
doing so, that it seems unreasonable to abandon this tool. Nevertheless,
it is essential to bear in mind its limitations and take it for no more
than it is - a simple yet relatively good approximation.

5.3 looking ahead

Which challenges lie ahead? Drawing upon the energy balance frame-
work, enormous progress has been made in understanding the links
between temperature patterns and TOA radiative flux over the last
two decades. Notable advances on understanding how SST patterns
affect feedbacks come from approaches with SST Green’s functions
(Dong et al., 2020, 2019; Williams et al., 2023; Zhou et al., 2017). I am
optimistic about the forthcoming Green’s Function Model Intercompar-
ison Project (Bloch-Johnson et al., 2024) to further our understanding
how feedback, circulation, and the hydrological cycle depend on SST
patterns.

While the link between SST and feedback is understood increas-
ingly well, deficiencies in simulated SST patterns pose a significant
barrier for progress. Coupled climate models still systematically fail to
reproduce the observed temperature pattern (Rugenstein et al., 2023a;
Seager et al., 2019; Wills et al., 2022). This limits the credibility of the
models’ projected future SST patterns, adding substantial uncertainty
to estimates of equilibrium climate sensitivity (Alessi and Rugenstein,
2023; Andrews et al., 2018; Rugenstein et al., 2020; Sherwood et al.,
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2020), and hampering adaptation and mitigation efforts (Lee et al.,
2022). There is an urgent need to improve climate models to produce
temperature patterns consistent with observations, but also to gain
process understanding of the mechanisms governing temperature
pattern formation in the tropical Pacific.

Considerable progress with respect to understanding temperature
pattern formation has been achieved with q-flux Green’s functions
(Lin et al., 2021; Liu et al., 2018a,b, 2022) and pacemaker experiments
(Kang et al., 2023; Zhang et al., 2019). This strand of research generally
draws attention to the importance of high latitude ocean heat uptake,
emphasizing the role of the Southern Ocean. However, a comprehen-
sive framework for temperature pattern formation is still missing, but
highly desirable in order to understand past and future climate change.
The research community should aim to develop a physical under-
standing about what future temperature patterns we expect, and how
exactly they would affect climate feedback. This includes resolving
the discrepancy of simulated versus observed historical SST patterns
(Seager et al., 2019; Wills et al., 2022). The advent of global storm
resolving models that explicitly simulate convection and ocean eddies
may help improve the representation of processes that are critical for
pattern formation. Correctly simulating deep convection is important
for processes relevant for temperature pattern formation (Sohn et al.,
2016), but currently deficient across models due to the limitations
of convective parameterizations (Holloway et al., 2012). Preliminary
results from higher-resolution (although not convection-resolving) his-
torical simulations already show an encouraging improvement of the
simulated Southern Ocean and Eastern tropical Pacific SST pattern,
which is attributable to the resolution increase (DiNezio, 2023).

If (when) we succeed to establish one comprehensive framework for
temperature pattern formation and pattern effects, we can claim to
understand the Earth system a whole lot better than before, and will be
able to make more accurate and physically founded predictions about
near- and long-term climate change. Such a framework will have to
include atmosphere (Dong et al., 2019), ocean (Rugenstein et al., 2016b),
air-sea interactions (Hu et al., 2022), and potentially land processes
(Bloch-Johnson et al., 2024). This thesis hopefully contributes a small
piece to this huge puzzle: by highlighting the warm pool’s role for the
pattern effect of stratospheric aerosol forcing; by identifying circulation
adjustments that cause differences between TOA and surface forcing,
stressing the importance of the latter; and by revealing a pathway that
couples TOA forcing, the atmosphere, and surface forcing.
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abstract

Volcanic aerosol forcing has previously been found to cause a weak
global mean temperature response, compared to CO2 radiative forcing
of equal magnitude: its efficacy is supposedly low, but for reasons
which are not fully understood. In order to investigate this, we per-
form idealized, time-invariant stratospheric sulfate aerosol forcing
simulations with the MPI-ESM-1.2 and compare them to 0.5 × CO2

and 2 × CO2 runs. While the early decades of the aerosol forcing
simulations are characterized by strong negative feedback (i.e. low
efficacy), the feedback weakens on the decadal to centennial time
scale. Although this effect is qualitatively also found in CO2-warming
simulations, it is more pronounced for stratospheric aerosol forcing.
The strong early and weak late cooling feedbacks compensate, leading
to an equilibrium efficacy of approximately one in all simulations. The
0.5 × CO2 cooling simulations also exhibit strong feedback changes
over time, albeit less than in the idealized aerosol forcing simulations.
This suggests that the underlying cause for the feedback change is
not exclusively specific to aerosol forcing. One critical region for the
feedback differences between simulations with negative and positive
radiative forcing is the tropical Indo-Pacific warm pool region (30

◦S -
30

◦N, 50
◦E - 160

◦W). In the first decades of cooling, the temperature
change in this region is stronger than the global average, while it is
stronger outside of it for 2 × CO2 warming. In cooling scenarios, this
leads to an enhanced activation of the warm pool region’s strongly
negative lapse rate feedback.

significance statement

Large volcanic eruptions can enhance the scattering aerosol layer in
the stratosphere, which leads to a global cooling for a few years.
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Surprisingly, the earth has been found to cool less from radiative flux
perturbations from stratospheric aerosol forcing, compared to how
much it warms due to increases in CO2 concentration. We find that
specific surface temperature change patterns after volcanic eruptions
cause this effect. The temperature change in the tropical Indian and
West Pacific Ocean determines how much global temperature change
is needed to regain radiative equilibrium. Our findings contribute to
understanding the climate response to volcanic eruptions, and are
relevant for understanding the mechanisms of climate change due to
changes in CO2 concentration.

a.1 introduction

Following large volcanic eruptions, volcanic aerosols are added to the
natural stratospheric aerosol layer and persist for a few years. The
aerosol layer globally increases the albedo in the shortwave (SW) and
absorption in the longwave (LW) spectrum. This constitutes a net nega-
tive radiative forcing, which cools the earth. We study volcanic aerosol
forcing (VAF) in the broader sense of stratospheric sulfate aerosol forc-
ing (SSAF), independent of the volcano-specific characteristic forcing
evolution in time.

VAF has been found to produce smaller temperature change per
unit radiative forcing than CO2 forcing (Boer et al., 2006; Ceppi and
Gregory, 2019; Gregory and Andrews, 2016; Gregory et al., 2020, 2016;
Hansen et al., 2005; Marvel et al., 2016; Modak et al., 2016; Zhao et al.,
2021). This is equivalent to the statement that the feedback parameter
is more negative for VAF than for CO2 forcing. In model simulations
with a slab ocean, and with fixed sea surface temperatures (SST) and
sea ice, the strongly negative feedback parameter has been shown to
be connected to differences in atmospheric stability, which ultimately
arise from different SST patterns (Ceppi and Gregory, 2017, 2019).
We aim to compare the climate feedbacks to SSAF and positive and
negative CO2 radiative forcing on annual to centennial time scales in
a coupled atmosphere-ocean model, explain the differences between
them, and identify the key regions that cause the distinct climate
responses.

First, we introduce the necessary building blocks for our explanation:
Efficacy, feedback parameter, and the pattern effect (Section A.2). This
is followed by a literature review, showing that the strong feedback to
VAF is a broad consensus from earlier studies (Section A.3).

In order to tackle the question why the feedback parameter appears
to be stronger for VAF, we perform three types of simulation with
the coupled climate model Max Planck Institute Earth System Model
1.2 (MPI-ESM 1.2, Mauritsen et al. (2019)): Abrupt 0.5 × CO2, abrupt
2 × CO2 and an idealized SSAF simulation (Section A.4). With these
simulations, we can not only shed light on the differences between
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the responses to stratospheric aerosol and CO2 forcing, but also more
generally elaborate disparities between the responses to negative and
positive radiative forcing.

We show the different time-dependencies of the feedback parameter
for simulations with negative and positive radiative forcing in Sec-
tion A.5 and establish a relationship to the pattern effect. Thereafter we
discuss the origin of the modified temperature change pattern. Finally,
we shift the focus back from SSAF to VAF in order to show that our
results also hold for more realistic simulations of volcanic eruptions.
For this purpose, we compare our simulations to a large ensemble
of volcanically forced simulations (MPI EVA ensemble, Azoulay et al.
(2021)) and simulations from the Coupled Model Intercomparison
Project phase 6 (CMIP6, Eyring et al. (2016), Section A.6).

a.2 concepts

Efficacy and Feedback

We describe the increased feedback parameter of VAF following
Hansen et al. (2005): VAF has been claimed to have lower than unity
efficacy, where efficacy is the ratio of global mean near-surface air
temperature change (T) per unit radiative forcing (F) of VAF and
2 × CO2 forcing:

Efficacy =
T/F

T2×CO2
/F2×CO2

(A.1)

A forcing agent produces less temperature change than CO2 forcing
of equal magnitude if the efficacy is lower than one.

The concept of efficacy is closely related to the feedback parameter
λ = dN/dT, where N is the top of the atmosphere (TOA) flux anomaly.
Forcing, feedback and surface temperature are linked by the linearized
equation N = F+λT. A more negative feedback parameter λ indicates
a more stable climate system, since for a strongly negative feedback
less surface temperature change is required to offset a given radiative
forcing. Therefore, the efficacy of a forcing in equilibrium can be
computed as the ratio of its inverse feedback parameter to the inverse
feedback parameter of a 2 × CO2 forcing (see Eq. (A.1), Zhao et al.
(2021)):

Efficacy =
λCO2

λ
(A.2)

Rugenstein and Armour (2021) discuss three closely related, but
distinct definitions of the feedback parameter, of which only two are
relevant to this work: the equilibrium and the differential feedback
parameter. For an illustration, see their Table 1.
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The equilibrium feedback parameter is defined as the ratio of forcing
and equilibrium temperature change and therefore compares two
equilibrated states. The differential feedback parameter is obtained by
a regression of N(T) over a certain number of years. Its value depends
on the chosen period for the regression and can differ more from the
equilibrium feedback parameter the more N(T) deviates from a linear
relationship.

While Hansen et al. (2005) define efficacy with respect to the equi-
librium efficacy, we use the term in a broader sense as a ratio of
feedback parameters in general. Efficacy can depend sensitively on the
employed feedback parameter definition. We use the words equilibrium
efficacy and differential efficacy to refer to efficacies calculated with Eq.
(A.2), using the definitions of the equilibrium feedback parameter and
the differential feedback parameter, respectively.

The pattern effect

Variations of the feedback parameter have not only been investigated
with respect to the forcing agent, such as CO2, VAF/SSAF, etc., but
also with respect to changes over time in CO2 step forcing experiments
(Senior and Mitchell, 2000). For most climate models, a weakening
of feedback over time has been reported (Andrews et al., 2015, 2012;
Armour, 2017). N has been found to not only depend on the global
average T, but also on its pattern, which gives rise to the term “pattern
effect“ (Stevens et al., 2016). The pattern of SST anomalies is subject to
changes over time (Andrews et al., 2018; Armour et al., 2013; Ceppi
and Gregory, 2019; Dong et al., 2019; Zhou et al., 2016), therefore
the feedback parameter changes with time, too. Indeed, the feedback
parameter spread in CMIP5 and CMIP6 models can be explained
by SST pattern differences (Dong et al., 2020). This has been linked
to changes in cloud feedback and lapse rate feedback (Andrews et
al., 2018, 2015; Andrews and Webb, 2018; Ceppi and Gregory, 2019;
Stevens et al., 2016; Zhang et al., 2010), which depend on the spatial
distribution of SST.

A useful framework to understand the pattern effect is provided
by Armour et al. (2013), who suggest that some regions intrinsically
exhibit stronger feedback than others, independent of time or state.
Only the temperature change pattern varies in time and activates the
local feedbacks differently. The global feedback is the temperature
change-weighted average over the local feedbacks. Therefore, the
global feedback gets weaker, as the temperature change gets relatively
stronger in regions with weak local feedback (Rugenstein et al., 2016a).
Zhou et al. (2017) and Dong et al. (2019) expand on this view by using
a Green’s Function approach, which accounts for the fact that local SST
perturbations can modify feedbacks also in remote regions (Andrews
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and Webb, 2018; Ceppi and Gregory, 2017; Lin et al., 2019). In this
work, we will refer mostly to this framework.

There is evidence that the strong feedback to VAF could be related
to the specific temperature change pattern after volcanic eruptions.
Gregory and Andrews (2016) propose that the variations of the dif-
ferential feedback parameter during the historical period could be
related to specific SST patterns following volcanic eruptions, among
other reasons. The efficacy of VAF has been connected to changes in
tropospheric stability, which arise from different SST patterns and
lead to changes in lapse rate and cloud feedback (Ceppi and Gregory,
2017, 2019). Similarly, the efficacy of anthropogenic aerosol forcing has
been interpreted with respect to changes in stability which arise from
specific SST patterns (Salvi et al., 2022).

More generally, the feedback parameter was found to depend on
the latitude of the radiative forcing: Forcing in higher latitudes pro-
duces weaker feedbacks (Ceppi and Gregory, 2019; Forster et al., 2000;
Hansen et al., 1997; Rose et al., 2014; Rose and Rayborn, 2016; Ru-
genstein et al., 2016a), possibly because of the resulting high-latitude
temperature change pattern (Haugstad et al., 2017; Salvi et al., 2022).
In a multi-model analysis Po-Chedley et al. (2018) derive a theoretical
basis for a relationship between the meridional temperature change
pattern and the global feedback parameter, which was already found
by Soden and Held (2006). In the model of Po-Chedley et al. (2018)
more tropical temperature change leads to stronger global mean lapse
rate and water vapor feedback. More specifically, Dong et al. (2019)
show that it is the warm pool region of the tropical Indian Ocean and
the tropical Western Pacific Ocean that dominates the negative feed-
back. There, the strong convective coupling yields a strongly negative
lapse rate feedback due to the moist adiabatic lapse rate (Andrews
and Webb, 2018; Bintanja et al., 2012; Manabe and Wetherald, 1975;
Pithan and Mauritsen, 2014), partially compensated by the positive
water vapor feedback. Together with strong negative cloud feedbacks,
absent positive surface albedo feedback, and strong negative Planck
feedback due to warm background conditions, this region exhibits
the most negative local feedback, and controls the global feedback
strength. Changes in feedback parameter over time in abrupt CO2 forc-
ing simulations can be attributed to changes in the relative warming
of the Indo-Pacific warm pool region to the global warming (Dong
et al., 2020).

a.3 earlier studies indicate that the efficacy of vaf is

lower than unity

There are several modelling studies which report the efficacy or the
feedback parameter of VAF. All of them point towards a low efficacy
of VAF. An overview is given in Table A.1.
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Source Efficacy Method

Hansen et al. (2005) 1.00 Differential

0.88 Equilibrium

Marvel et al. (2016) 0.73 Differential

5-95 % CI: [-0.61, 2.06]

Ceppi and Gregory (2019) 0.45* Differential

0.71* Differential

Boer et al. (2006) 0.81* Differential

Gregory et al. (2016) 0.69 ± 0.09 Differential

Merlis et al. (2014) 0.84* - 0.94* Equilibrium

0.69* - 0.92* Differential

Zhao et al. (2021) 0.66* (low lat.) - 1.16* (high lat.) Equilibrium

Modak et al. (2016) <1 Differential

Gregory et al. (2020) <1 Differential

Table A.1: Efficacy of VAF in previous studies.
* Values marked with an asterisk are not directly reported in
the source, but calculated by us based on the reported feedback
parameters. In the case of Boer et al. (2006), the 4 x CO2 feedback
parameter was taken from Andrews et al. (2015). For definitions
of differential and equilibrium feedback parameter, see Section
A.2 or Rugenstein and Armour (2021).

No two author teams use exactly the same method. The results stem
from different models, and while some use time-constant forcings
(Ceppi and Gregory, 2019; Gregory et al., 2016; Hansen et al., 2005;
Zhao et al., 2021), others use transient forcings (Boer et al., 2006; Marvel
et al., 2016). The differential feedback parameters are regressed over a
different numbers of years, between two years (Ceppi and Gregory,
2019) and the entire historical period (Gregory et al., 2020; Marvel
et al., 2016). In two cases, the feedback parameter of CO2 forcing is
taken from a 4 x CO2 simulation instead of the 2 × CO2 simulation
(Boer et al., 2006; Gregory et al., 2016).

Additional studies suggest or show a lower-than-unity efficacy
without reporting a specific value (Gregory et al., 2020; Modak et al.,
2016). We conclude from this literature review that VAF likely exhibits
a low efficacy.

a.4 methods

Model and experiments

We employ the coupled climate model MPI-ESM 1.2 in its low resolu-
tion version. It consists of the atmosphere component ECHAM6 (192
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0.5 × CO2 2 × CO2 Idealized SSAF

Years 1 - 10, coupled 18 18 18

Years 1 - 1000, coupled 1 1 1

Years 1 - 30, fixed SST 1 1 1

Table A.2: Type and number of performed simulations.

× 96 grid points horizontally, 47 vertical levels, Stevens et al. (2013)),
coupled to the ocean component MPIOM (256 × 220 grid points hori-
zontally, 40 vertical levels, Jungclaus et al. (2013)). Furthermore, land
processes and ocean biogeochemistry are simulated in JSBACH (Reick
et al., 2021) and HAMOCC (Ilyina et al., 2013), respectively. Since no
interactive atmospheric chemistry processes are included, aerosols
and trace gases are prescribed with monthly fields.

Based on a control simulation with pre-industrial conditions (pi-
Control), three sets of simulations are performed (Table A.2). For each
forcing type (0.5 × CO2, 2 × CO2, Idealized SSAF) we prescribe a
step-like radiative forcing and perform 18 simulations of the first 10

years, one simulation of 1000 years, and one simulation of 30 years
with fixed SST.

The aerosol optical properties for the idealized SSAF are calculated
with the EVA forcing generator (Toohey et al., 2016). The monthly and
zonal mean fields of aerosol extinction, single scattering albedo and
the asymmetry factor are pre-computed offline for a sulfur injection of
20 Tg, once for a January and once for a July eruption. We then shift
the July eruption by 6 months in order to phase match it with the Jan-
uary eruption, and compute the average of both. This eliminates the
seasonal transport asymmetry, but retains a realistic annual-average
sulfate transport towards the poles. We then average over the first
3 post-eruption years and prescribe this profile to MPI-ESM. It is
time-constant by construction, but representative of the time-averaged
forcing structure after a volcanic eruption. The sulfur mass is chosen
so that the time-averaged global-mean effective forcing is approxi-
mately the same as in the 0.5 × CO2 experiment, in order to preclude
forcing strength-dependent effects on the feedback (Rohrschneider
et al., 2019).

The simulations with fixed SST are only used to calculate the effec-
tive radiative forcing. The 18-member ensembles of the first decade are
intended to reduce the uncertainty in regressions over the early phase
of the temperature change, where there are only few data points.
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Calculation of effective forcing, feedback parameter and temperature change
pattern

We calculate the effective forcing as the average TOA flux imbalance of
the simulations with fixed climatological SST (Forster and Taylor, 2006).
Although the SST are fixed, there is non-negligible temperature change
over land. Therefore, we correct the effective forcing by subtracting λT
in each year from the TOA flux imbalance, where λ is the differential
feedback parameter of the first decade from the coupled runs (see
Section A.4).

The equilibrium feedback parameters are calculated as described
in Section A.2. Since the simulations still deviate from equilibrium
by about 0.3 W m−2 K−1 after 1000 years, we extrapolate N(T) to zero
based on a linear fit over the years 100 - 1000. The intercept with the
T-axis yields the equilibrium surface temperature change. This choice
is roughly equivalent to Rugenstein and Armour (2021)’s method M5,
which they apply to estimate the equilibrium temperature change in
almost equilibrated models. Their method of extrapolating the years
100 to 400 from N(T) to N = 0 underestimates the equilibrium T in
our simulations, likely due to the pronounced curvature of N(T) in
our cooling simulations.

Additionally, we obtain differential feedback parameters by regress-
ing over the first ten years (early period) or years 100 - 400 (late period).
The latter choice is based on the recommendations by Rugenstein and
Armour (2021). The results are not sensitive to the exact choice of
boundary years for the periods. Derived quantities for the first ten
years, e.g. feedback parameter and temperature change pattern, are
calculated from the ensemble average, as opposed to first calculating
them individually for each ensemble member and averaging thereafter
following the recommendations of Gregory et al. (2020). The results
are the same to within a few percent when the order of regression and
averaging is reversed.

Analogous to the differential feedback parameter, differential tem-
perature change patterns are calculated by regressing the local against
the global average change in T. Based on the findings of Dong et al.
(2020, 2019) we define the warm pool index (WPI) as the regression
slope of the temperature change in the tropical warm pool region
(30

◦S - 30
◦N, 50

◦E - 160
◦W) against the global surface temperature

change, similar to the ratio of tropical to global temperature change of
Soden and Held (2006).

All regressions are performed over annual-mean values. The method
to compute errors of the feedback parameters depends on the feedback
parameter definition. The uncertainty of the equilibrium feedback
parameter is equal to the uncertainty of F/Teq, propagated from the
standard deviations of F and Teq. The differential feedback parameters
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Figure A.1: N(T) (Gregory) plots. All values from 0.5 × CO2 and SSAF
experiments are multiplied by -1 in order to show them in the
same quadrant as the 2 × CO2 results. Linear regressions are
shown for the early period (Years 1 - 10) and the late period
(years 100 - 400). Crosses mark the fixed SST effective forcings
and the equilibrium temperatures, which were extrapolated from
a linear regression of N(T) over years 100-1000. The first ten
points of each simulation type are the ensemble averages from
the 18-member ensembles of the first decade. The slope of each
regression line is the differential feedback parameter.

are computed from the slope of N(T), therefore their uncertainties are
described by the least square regression slope’s standard deviation.

a.5 results

Cooling is characterized by strong early feedback

As pointed out in Section A.3, other authors have found lower-than-
unity efficacies for VAF, but not under a uniform procedure. In order
to emphasize the importance of the methodological approach, we
show N(T) plots (Fig. A.1), the global equilibrium and differential
feedback parameters (Fig. A.2 (a)), and the corresponding efficacies
from our simulations (Fig. A.2 (b)).

The effective radiative forcing magnitude for CO2 halving is approx-
imately 15 % lower than for CO2 doubling, in line with the previously
reported 10 % from Chalmers et al. (2022). All quantities we show are
normalized by effective forcing or temperature change, so that this
does not compromise our findings.

The equilibrium feedback parameter is very similar in all three sim-
ulations. In equilibrium, SSAF produces only slightly less temperature



47

Figure A.2: Feedback parameter (a) and efficacy (b), calculated from the
equilibrium method and the differential method for the early
and late period. The efficacy of 2 × CO2 simulations is 1 by
definition.

change per unit forcing than a halving or doubling of CO2. Differ-
ences between the three forcing agents are pronounced in the early
differential feedback parameter, which is obtained from an ensemble
average of the regression slopes of N(T) over the first 10 years of
each ensemble member. This method is closest to what most authors
did to calculate the efficacy of VAF (see Section A.3). We find a more
negative feedback parameter in both cooling cases for the early period.
By contrast, the late regression feedback parameter (years 100 - 400) is
less negative for the cooling cases than for the 2 × CO2 simulation.

These findings suggest the following picture: Compared to the
2 × CO2 warming case, the cooling simulations (0.5 × CO2 and
SSAF) exhibit stronger feedback in the first decades. Therefore the
efficacy is low in transient simulations of VAF, as previously reported
(Section A.3). Later on, the feedbacks weaken and become even weaker
than in the warming case. Since most authors focus on one specific
time period for regressing the differential feedback parameter, this
change in feedback strength has not been reported before for cooling
simulations. All in all, the early stronger and the late weaker feedback
almost compensate, so that the equilibrium feedback parameters of
SSAF, CO2-induced cooling, and warming are almost equal, i.e. the
equilibrium efficacy is approximately one. Efficacy differences exist in
transient states, but not in equilibrium.

Note that also in the 2 × CO2 simulation the feedback parameter
decreases over time, albeit less than in the other two simulations. The
weakening of the feedback of 2 × CO2 simulations is a well-known
feature of the majority of CMIP5 and CMIP6 models (Andrews et al.,
2012; Armour, 2017; Armour et al., 2013; Ceppi and Gregory, 2017;
Senior and Mitchell, 2000; Winton et al., 2010) and explained by pattern
effects (see Section A.2).

The feedback parameter change over time is more pronounced in
our cooling simulations than in the warming simulations, and largest
for SSAF. Two questions arise immediately:
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Figure A.3: Zonal mean temperature change pattern for the early (years 0 -
10) and the late (years 100 - 400) period. Values greater than one
indicate stronger temperature change than the global average. A
value of zero indicates no temperature change.

• Why do the cooling simulations produce initially stronger global
mean feedback than the warming simulation?

• Which processes change over time, that lead to the enhanced
weakening of the feedback parameter in the cooling simulations?

In the following we will argue that these questions can be answered
on grounds of different temperature change patterns and their tempo-
ral evolution.

The temperature change pattern explains feedback differences

The temperature change patterns are shown as zonal averages in
Fig. A.3, and spatially resolved in Fig. A.4. All patterns show some
common characteristics in the early period: Amplified temperature
change in the Arctic, intermediate temperature change in the tropics,
and small temperature change in the southern mid and high latitudes,
except close to the south pole. The qualitative temperature change
pattern with reduced Southern Ocean and Antarctic temperature
response after volcanic eruptions was found before by Yang et al.
(2019) and confirmed in a multi-model large ensemble comparison
(Pauling et al., 2021). In the late period, the pattern becomes more “El-
Niño-like“, consistent with the long-term temperature change pattern
in other models (Cai and Whetton, 2001; Held et al., 2010).

Despite the generally similar shape of the patterns, there are impor-
tant differences: While the zonal mean temperature change is smaller
or equal to the global average at almost all latitudes in the tropics in
the first decade of the 2 × CO2 simulation, the opposite is true in both
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Figure A.4: Spatially resolved temperature change pattern for a) the early
period (years 0 - 10), and b) the late period (years 100 - 400).
The lower panels of each subfigure show the difference to the
2 × CO2 simulation. Values greater than one indicate stronger
temperature change than the global average. A value of zero
indicates no temperature change. The solid and dotted lines
indicate the boundaries of the warm pool region and the tropics,
respectively.

cooling cases. This picture is reversed over time: In the late period, the
deep tropical temperature change is enhanced compared to the global
mean for the 2 × CO2 simulation (see Fig. A.3, difference between
dashed and dotted line between 20

◦S and 20
◦N). The opposite is true

for the cooling simulations, which have a lower temperature change
in the late period than in the early period in most tropical latitudes,
compared to the global average. During the late in contrast to the early
period, the southern high latitudes show much larger temperature
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changes in both cooling experiments, but especially in the 0.5 × CO2

case.
We propose that the global feedback is strongly negative in the cool-

ing simulations in the early period, because the temperature change
is concentrated in the tropical warm pool region (30

◦S - 30
◦N, 50

◦E
- 160

◦W). In this region the combined lapse rate and water vapor
feedback is stronger than in the global average (Dong et al., 2020, 2019;
Po-Chedley et al., 2018), and the surface albedo feedback is zero. Using
the radiative kernels from Block and Mauritsen (2013), we perform a
kernel decomposition of the total feedback into its components (So-
den et al., 2008). This yields that lapse-rate, water vapor and surface
albedo feedback together account for 85 % of the feedback differences
between 2 × CO2 and SSAF radiative forcing in the early period (not
shown). The same feedback processes cause 100 % of the feedback
differences between 2 × CO2 and 0.5 × CO2, where additional small
differences in cloud and Planck feedback compensate. In contrast to
the multi-model comparison of Dong et al. (2019), where the cloud
feedback plays an important role for feedback parameter differences,
it is approximately zero in all our simulations during the early period.

The most striking differences in the temperature patterns are not
located in the warm pool region, but rather at higher latitudes. How-
ever, temperature changes in the warm pool have much larger global
radiative effects than changes in any other region, such that even
moderate differences in the warm pool region can dominate the global
response (Dong et al. (2019), their Fig. 5). For this reason we focus on
the warm pool region, although the temperature pattern differences
there are only moderate.

We show the relationship between the temperature change pattern
and the feedback parameter in Fig. A.5, where the WPI is a simple
measure for the temperature change pattern. A WPI greater than
one means that the tropical warm pool region warms or cools more
than the global average. The feedback parameter is more negative in
simulations with enhanced temperature change in the tropical warm
pool region. The scatter points of SSAF and 2 × CO2 simulations are
well separated in the early period. The negative correlation between
WPI and feedback parameter exists not only for the three simulation
types together, but also for each of the three ensembles individually.

As time passes, the temperature change pattern in the SSAF and
0.5 × CO2 simulations is shifted away from the warm pool region,
and more generally from the tropics towards the extratropics. This
enhances the less negative lapse-rate feedback of the non-warm pool
regions and the positive surface albedo feedback of the high latitudes.
For this reason, the overall feedback is initially stronger when cooling,
and becomes weaker later on.

However, the scatter points from the late period (squares in Fig. A.5)
do not fall on the regression line from the early period. Apparently, the
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Figure A.5: Scatter plot of feedback parameter vs WPI (ratio of temperature
change in the tropical warm pool region to global mean tem-
perature change). Each circle represents one ensemble member
from the early period; crosses show ensemble mean ± standard
error; squares and error bars mark values from the late period
(years 100 - 400) ± standard error. The gray dashed line is a linear
regression through all 3 × 18 = 54 ensemble members from the
first decade. Marginal distributions are plotted on the axes.

simple WPI cannot explain completely the shift from strong to weak
feedback between the decadal and centennial time scale. This shift has
been found to be related to the temperature change pattern over ascent
and descent regions within the tropics (Dong et al., 2020, 2019), and to
the delayed southern ocean temperature change (Senior and Mitchell,
2000). Additionally, the relationship between local SST and global
radiation changes might not be invariant to climate change, which
could alter the relationship between WPI and feedback parameter in
warmer or cooler climates.

Although the WPI cannot explain the change in feedback from
the decadal to the centennial time scale entirely, it does explain the
efficacy differences between simulations within each period. While
we point out the importance of the tropical warm pool region for
efficacy differences between 0.5 × CO2 forcing, 2 × CO2 forcing, and
SSAF, we acknowledge that temperature change in other regions also
influences the feedback. Interestingly, the cloud feedback of all our
simulations is approximately the same in the early period (0.0 to 0.1
+/- 0.1 W m−2 K−1), although cloud feedbacks are the most important
contribution to the differences between early and late feedback of
CMIP5 and CMIP6 4 x CO2 simulations (Dong et al., 2020), including
MPI-ESM (Block and Mauritsen, 2013). Either MPI-ESM is an outlier
in this regard, or the processes that lead to differences between early
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Figure A.6: Relative effective forcing (effective forcing normalized by its
global average). The lower panels show the difference to the
2 × CO2 simulation. The solid and dotted lines indicate the
boundaries of the warm pool region and the tropics, respectively.

and late feedback are not exactly the same processes that distinguish
SSAF, 0.5 × CO2, and 2 × CO2 forcing in the early period.

Repeating the analysis including the whole tropics instead of only
the warm pool region, (i.e. using the “ratio of tropical to global warm-
ing“ from Po-Chedley et al. (2018) and Soden and Held (2006)) yields
similar results, albeit with weaker correlations (s. supporting informa-
tion, Fig. S1). The conclusions are the same for both variants. While
there is a theoretical foundation for the link between the ratio of tropi-
cal to global warming and the feedback parameter (Po-Chedley et al.,
2018), this relation might actually originate from the dominance of the
tropical warm pool region. Of course, WPI and the ratio of tropical to
global warming are correlated.

SST pattern changes can lead to changes in large-scale tropospheric
stability (Ceppi and Gregory, 2019). They can be quantified by the
differential stability change dS/dT, where S is the area-averaged esti-
mated inversion strength (EIS, Wood and Bretherton (2006)) between
50

◦S - 50
◦N. Increased stability leads to more low clouds in the tropical

subsidence regions and a more negative lapse rate feedback (Ceppi
and Gregory, 2019). Exchanging the WPI for dS/dT in Fig. A.5 yields
a qualitatively similar result (s. supporting information, Fig. S2). The
SST pattern measure WPI and the stability measure dS/dT are well
correlated (r = 0.81, s. supporting information, Fig. S3), which corrob-
orates the relationship between changes in SST patterns, stability, and
feedback (Ceppi and Gregory, 2019; Salvi et al., 2022).
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Sign, pattern of radiative forcing, and stratospheric heating cause temperature
change pattern differences

While we have shown that the differences in temperature change
patterns explain the differences between the feedback parameters
within the same period, it is not clear what causes the former. We
propose that three factors combine to elicit different WPI values.

One logical explanation would be that the WPI differences are
caused by different radiative forcing patterns, which we show in
Fig. A.6. The high aerosol concentration and the strong insolation in
the tropics cause the SSAF to be stronger in the tropics than in the
extratropics. Specifically the warm pool region experiences stronger
relative effective forcing from aerosols than from either doubling or
halving the CO2 concentration. Since this pattern only weakly appears
in the instantaneous forcing, the warm pool-enhanced effective forcing
pattern must largely originate from atmospheric adjustments (not
shown). It could lead to more temperature change in the tropical
warm pool region. However, the two simulations with altered CO2

concentrations have almost the same forcing pattern (see Fig. A.6),
yet their temperature change patterns are very different (see Fig. A.3,
A.4), and so are the feedback parameters (see Fig. A.2, A.5). Hence,
the forcing pattern alone is not sufficient.

Another conceivable explanation is that the temperature change
pattern differences arise from the distinction between negative and
positive radiative forcing. Ocean heat transport is projected to decrease
with warming (Li et al., 2013; Previdi et al., 2021), which leads to
more negative radiative feedbacks (Singh et al., 2022), consistent with
our interpretation of the decreased activation of extratropical, more
positive feedbacks. If the poleward ocean heat transport strengthens
in cooler conditions, that would explain why the temperature change
shifts from the tropical warm pool region to the extratropics on the
centennial time scale. The reduced ocean heat transport in warmer
conditions could be the reason that the temperature change pattern,
as measured by the WPI, remains relatively constant in the 2 × CO2

simulation. Furthermore, warming stabilises the ocean and therefore
suppresses vertical mixing, whereas cooling leads to destabilisation.
This might cause differences in mixing time scales, surface fluxes, and
consequentially in SST patterns. The enhanced mixing from cooling
would enhance the relative importance of ocean heat uptake, compared
to radiative feedbacks. Ocean heat uptake has been interpreted as a
forcing with weak feedback (Rose et al., 2014; Winton et al., 2010).
Therefore a cooling/warming asymmetry of the relative role of ocean
heat uptake could affect the global mean feedback. We present no
evidence corroborating or rejecting this hypothesis, but suggest it
as a possible reason for a cooling vs. warming feedback asymmetry.
Still, if cooling vs. warming were the only important distinction, the
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0.5 × CO2 and SSAF ensemble means would not be separated in Fig.
A.5.

Thirdly, the altitude of the aerosol layer has been shown to influence
the efficacy through stratospheric heating and water vapor feedback
(Zhao et al., 2021). Therefore the heating by absorption of LW radiation
influences the feedback parameter, but our results show that this
process is mediated by the temperature change pattern. This would
reconcile the findings of Zhao et al. (2021) with those of Gregory
and Andrews (2016), Shindell et al. (2015) and Haugstad et al. (2017),
who show that the surface temperature change pattern and not the
existence/non-existence of aerosol determines the feedback strength.

Our results do not allow to conclude what exactly causes the distinct
temperature change patterns, but it is likely a combination of the sign
(possibly also the magnitude) of the radiative forcing, its pattern, and
the stratospheric heating from the aerosols. None of these factors is
sufficient to explain the differences on its own.

a.6 eva ensemble and cmip6 simulations confirm increased

warm pool temperature change

EVA ensemble
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Figure A.7: Comparison of the WPI in our 18-member, 10-years ensemble
of idealized SSAF simulations, simulations from EVA-ENS, and
volcanic periods of the CMIP6 historical simulations. Numbers in
parentheses indicate the number of ensemble members, models
with less than 10 members are not shown. Error bars represent
standard errors and are slightly shifted up and down in order to
avoid indistinguishable overlaps. For 4 x CO2 there are generally
only one or a few realizations per model. The errorbar of the 2.5
TgS EVA-ENS simulations exceeds the figure limits.
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Our SSAF simulations are highly idealized: They are based on
time-independent radiative forcing and do not reflect the seasonally
varying transport of stratospheric aerosol. In order to verify if the
enhanced temperature change in the tropical warm pool region also
holds for time-dependent VAF, we compare them to the MPI “Idealized
Volcanic Forcing Ensemble“ (EVA-ENS). Azoulay et al. (2021) created
100-member ensembles of idealized equatorial volcanic eruption with
sulfur injections of 2.5 to 40 Tg. For comparison, it has been estimated
that the Mt. Pinatubo eruption injected approximately 5 - 10 TgS
(Timmreck et al., 2018) into the stratosphere. Their aerosol optical
depth distributions are, as in our case, obtained from the EVA forcing
generator. The simulations of EVA-ENS assume an eruption in June
1991, and are branched off of 100 different realizations of the MPI
Grand Ensemble of historical simulations (Maher et al., 2019). We
determine the temperature change pattern in years 1991 - 1993 and
compute the WPI. The results are shown in Fig. A.7. For low sulfur
injections of 5 Tg or less, the standard error is very large and no reliable
statement can be made on the spatial structure of the temperature
change. For injections of 10 TgS or more, the temperature change
is robustly concentrated in the tropical warm pool region. After the
idealized volcanic eruptions with injections greater than 5 TgS the WPI
is approximately between 1.2 and 1.5. This is higher than the values
from the idealized SSAF simulation (1.1), which could be related to
the even shorter time scale of 3 years for the simulations of EVA-
ENS, as compared to the time scale of 10 years of the idealized SSAF
simulations. For injections of less or equal to 5 TgS, the variability
becomes too large to make a reliable statement.

Volcanic eruptions in CMIP6 historical simulations

For a multi-model comparison we examine the CMIP6 “historical“
simulations and warming signals from the “abrupt 4 x CO2“ simu-
lations. We use the years 1883-1885 and 1991-1993 from the CMIP6

historical simulations for VAF, because in these periods the radiative
forcings from the eruptions of Krakatau in May - August 1883 and
Mt. Pinatubo in June 1991 dominate the total effective forcing from
all sources. The signal-to-noise ratio is still poor and the average sim-
ulated annual mean global mean cooling amounts to only 0.3 K for
Krakatau, and 0.2 K for Mt. Pinatubo. This is on the order of internal
variability, so that individual realizations may exhibit only small neg-
ative or even positive temperature anomalies. We compute the WPI
for all ensemble members from the participating models with at least
10 historical realizations. After removing 3 outliers with a WPI ≫ 6,
we compare these WPI values to those from the first three years of the
abrupt 4 x CO2 simulations. The results for each model and for the
whole ensemble are shown in Fig. A.7. Figures showing results for
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each individual simulation from all models (including those with less
than 10 realizations) are provided in the supporting information (Fig.
S4, S5).

There are multiple sensible possibilities of averaging the results:
e.g. giving each realization the same weight (realization average), or
giving each model the same weight (model average). Both methods
yield qualitatively the same result: The temperature change pattern is
more concentrated in the tropical warm pool region in the periods of
historical VAF than in the 4 x CO2 simulations.

However, the WPI spread is large for the Pinatubo and Krakatau
periods of the historical simulations, both within models and between
models. Most models agree that the WPI is larger in periods of VAF,
especially those with more realizations, but not all of them do. Many
realizations can be found with higher WPI in the abrupt 4 ×CO2 simu-
lations than in the historical simulations during periods of VAF. If the
variability of the CMIP6 simulations is representative of the real world,
observed temperature change patterns and therefore also observed
feedback parameters and efficacies for any individual eruption might
substantially deviate from the expected value. The high WPI of VAF
is robust in the multi-model ensemble mean, and in some but not all
single-model ensemble means. Even in our own ensemble of highly
idealized forcing scenarios some realizations exhibit a WPI, which is
substantially different from the ensemble mean, causing an overlap of
the WPI values of SSAF and 2 ×CO2 simulations (but no overlap of
the estimated uncertainties, see Fig.A.5).

The comparison to the CMIP historical simulations and the EVA
ensemble shows that the increased WPI of SSAF in the early period is
also found in simulations of VAF.

0.5×CO2 simulations from CFMIP

In order to verify our results from the 0.5 × CO2 simulations, we
analyze a set of 5 models which performed 0.5 × CO2 and 2 × CO2

simulations in the framework of the Cloud Feedback Model Intercom-
parison Project Phase 3 (CFMIP3, Webb et al. (2017). Since the CFMIP
simulations span only 150 years, the feedback parameter can only be
computed for the early period. Three out of four models that provide
the necessary output to compute the feedback parameter show an at
least moderately stronger feedback in the 0.5 × CO2 simulations than
in the 2 × CO2 simulations. However, there is no clear relationship
between WPI and feedback parameter. While this seems to indicate
that our results are not supported by the CFMIP3 ensemble, we stress
that these are only five models with only one realization per model
(two 2 × CO2 simulations for GISS-E2-1-G) of relatively weak forc-
ings. In our 18-member ensembles, the ranges of feedback parameters
are large and there is an overlap between the ensembles of cooling
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0.5 × CO2 2 × CO2

WPI λ / W m−2 K−1 WPI λ / W m−2 K−1

MRI-ESM2-0 0.87 — 0.65 —

CNRM-CM6-1 0.75 -1.10 0.92 -1.03

IPSL-CM6A-LR 0.88 -1.16 0.82 -1.40

GISS-E2-1-G 0.79 -1.66 0.92 | 0.93 -1.04 | -1.60

MIROC6 0.84 -1.89 0.94 -1.61

Table A.3: Early WPI and feedback parameter for the simulations from CFMIP.
MRI-ESM2-0 did not provide the necessary output to compute the feed-
back parameter. GISS-E2-1-G provides two realizations of the 2 × CO2

experiment

and warming. A larger ensemble from CFMIP would be necessary
to conclude this more definitely. If indeed MPI-ESM is an outlier in
that regard, then the conclusions on the importance of the sign (or
magnitude) of the radiative forcing pattern might be wrong. Mitevski
et al. (2022) found no feedback differences between 0.5 × CO2 forcing
and 2 × CO2, although this might be explained by the fact that they
examine the differential feedback parameter of years 1 - 150, which is
exactly between our early period (years 1-10, characterized by strong
feedback) and our late period (years 100-400, characterized by weak
feedback). On the other hand, our results match those from Chalmers
et al. (2022), who also report stronger feedbacks in 0.5 × CO2 than in
2 × CO2 simulations, although they find an elevated importance of
cloud feedbacks in addition to lapse rate and surface albedo feedbacks.

a.7 discussion and summary

There is a broad consensus in the literature that VAF is characterized
as producing stronger feedback than 2 × CO2 forcing, i.e. low efficacy.
Using idealized simulations of 0.5 × CO2 forcing, 2 × CO2 forcing,
and step-like SSAF, we tackle the question why the feedback parameter
appears to be stronger for VAF.

The finding that the feedback to SSAF is stronger than that of
2 × CO2 forcing holds only for differential feedback parameters in the
early decade, while on the centennial time scale the feedback weakens
considerably. This weakening is more pronounced in the 0.5 × CO2

and SSAF simulations than in the 2 × CO2 simulation. In equilibrium,
there are almost no efficacy differences between SSAF, CO2-warming
and CO2-cooling, due to a compensation of early strong and late weak
cooling feedbacks.

This pronounced change in feedback over time might have implica-
tions for climate engineering by solar radiation management. Due to
the low early efficacy a comparably large negative radiative forcing
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would be necessary to balance the surface temperature change from
CO2 on the decadal time scale. On the centennial time scale the efficacy
of SSAF is larger than unity. Therefore a particular CO2 radiative forc-
ing could be balanced by a weaker (in magnitude) negative radiative
forcing from aerosols in the long term. However, it is not clear how our
results might change in the presence of strong CO2 radiative forcing.
Since part of the pronounced changes in the efficacy of aerosol forcing
seems to be related to the fact that the earth is cooling, this would not
be observed in a world of approximately constant or slightly rising
mean temperature.

The responses to cooling and warming differ and there are substan-
tive feedback changes over time. Hence it is not possible, or at least
not straightforward, to estimate the equilibrium climate sensitivity
(ECS) to CO2 forcing from the observed response to volcanic eruptions.
This has been argued before, but partly on different grounds (Boer
et al., 2006; Gregory et al., 2020; Kummer and Dessler, 2014; Merlis
et al., 2014; Stowasser et al., 2006; Wigley et al., 2005). Feedback dif-
ferences were often interpreted to originate from the SW/LW nature
of the radiative forcing (Bony et al., 2006; Joshi et al., 2003) or from
differences in ocean heat uptake (Boer et al., 2006; Stowasser et al.,
2006), but less from its sign.

Changes of the feedback parameter in time are related to vary-
ing temperature change patterns. The temperature change pattern
causes the differences in feedback strength between warming and
cooling simulations, which explains the early low efficacy of SSAF.
Compared to a doubling of the CO2 concentration, a halving of the
CO2 concentration, and even more so a cooling with SSAF, leads to
stronger temperature changes in the tropical warm pool region in
the first decade, relative to the global mean. The slightly enhanced
temperature change in the warm pool region substantially increases
near-global stability S and strengthens the global feedback param-
eter. The differences between cooling and warming simulations in
the first decade mainly originate from lapse rate, water vapor, and
surface albedo feedback. In the cooling simulations, the temperature
change progresses to the high southern latitudes on the decadal to
centennial time scale, which leads to an activation of the less negative
/ more positive high-latitude feedbacks. Therefore, the global feed-
back weakens more in the cooling simulations than in the 2 × CO2

simulation. In our simulations, this effect is common to CO2-induced
and SSAF-induced cooling, but more pronounced in the SSAF case.
This highlights that the radiative forcing’s pattern, its sign (possibly
also the magnitude), and the stratospheric heating from the aerosols
(Zhao et al., 2021) likely contribute to setting the temperature change
pattern. The atmospheric and oceanic circulations blur differences in
the forcing patterns when translating them to a temperature change
pattern.
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A comparison with effects of the Mt. Pinatubo and Krakatau erup-
tions in the CMIP6 historical simulations shows that the enhanced
temperature change in the tropical warm pool region is an average
feature of climate models after volcanic eruptions, although the spread
is large. Moreover, we find this characteristic in the EVA ensemble,
a large ensemble of simulations of idealized volcanic eruptions in
MPI-ESM 1.2-LR.

Our simulations and the eruptions of Krakatau and Pinatubo in
the CMIP6 historical simulations are characterized by tropically con-
centrated SSAF. Can the results be transferred to solar forcing and
extratropical SSAF?

Other studies have found the efficacy of solar forcings to be lower
than unity (Hansen et al., 2005; Modak et al., 2016; Schmidt et al., 2012),
specifically when cooling. We speculate that this might be explained
by the fact that solar forcing predominantly affects the tropics, and
therefore leads to a tropically enhanced temperature change pattern,
similar to SSAF. It is furthermore possible that the forcing pattern
helps explain non-unity efficacies of other forcing agents (Ceppi and
Gregory, 2019; Hansen et al., 2005). For anthropogenic aerosol forcing,
the link between an extratropically concentrated radiative forcing
pattern and high efficacy has already been demonstrated Salvi et al.,
2022.

Zhao et al. (2021) found that extratropically concentrated volcanic
aerosols lead to a less negative equilibrium feedback parameter than
in the case of mostly tropical aerosol load. Therefore, the finding
of low efficacy from SSAF might not hold for eruptions at higher
latitudes. Extratropical eruptions likely elicit a temperature change
pattern, which is shifted towards the extratropics, and therefore cause
weaker feedback. In that case, the efficacy could increase and be on the
order of or even larger than one. While differences in LW feedbacks
are also important in the simulations of Zhao et al. (2021), the efficacy
is mostly explained by differences in clear-sky and cloudy-sky SW
feedbacks, suggesting an elevated importance of SW-cloud and surface
albedo feedbacks.

The exact reason why the temperature patterns of cooling and
warming differ remains open. In our simulations, they involve differ-
ent degrees of polar amplification. The mechanisms that drive polar
amplification are, e.g., lapse rate feedback, ice albedo feedback (Pithan
and Mauritsen, 2014), and a changing balance of moist vs. dry static
poleward energy transport (Alexeev et al., 2005; Armour et al., 2019;
Hahn et al., 2021). An explanation for the differences in WPI between
the radiative forcings and its changes in time could be based on these
processes, but is beyond the scope of this work. The physical origin of
the differences between the transient temperature change patterns of
warming and cooling should be the focus of further research.
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abstract

Previous research has shown that stratospheric aerosols cause only
a small temperature change per unit forcing because they produce
stronger cooling in the tropical Indian and Western Pacific Ocean
than in the global mean. The enhanced temperature change in this
so-called “warm pool” region activates strongly negative local and
remote feedbacks, which dampen the global mean temperature re-
sponse. This paper addresses the question why stratospheric aerosol
forcing affects warm pool temperatures more strongly than CO2 forc-
ing, using idealized MPI-ESM simulations. We show that the aerosol’s
enhanced effective forcing at the top of the atmosphere (TOA) over
the warm pool contributes to the warm pool-intensified temperature
change, but is not sufficient to explain the effect. Instead, the pattern
of surface effective forcing, which is substantially different from the
effective forcing at the TOA, is more closely linked to the temperature
pattern. Independent of surface temperature changes the aerosol heats
the tropical stratosphere, accelerating the Brewer-Dobson circulation.
The intensified Brewer-Dobson circulation exports additional energy
from the tropics to the extratropics, which leads to a particularly
strong negative forcing at the tropical surface. These results show
how forced circulation changes can affect the climate response by
altering the surface forcing pattern. Furthermore, they indicate that
the established approach of diagnosing effective forcing at the TOA is
useful for global means, but a surface perspective on the forcing must
be adopted to understand the evolution of temperature patterns.

b.1 introduction

Stratospheric sulfate aerosol forcing can arise naturally from volcanic
eruptions, or artificially from deliberate injection of sulfur into the
stratosphere. The aerosol increases reflection of shortwave (SW) radia-
tion, which constitutes a negative forcing and cools the Earth. Sulfate
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Figure B.1: Relationship between the feedback parameter and the relative
WP temperature change. The quantity on the x-axis is a mea-
sure for how strongly the WP cools relatively to the global mean.
The symbols indicate the mean, and the lines indicate the stan-
dard errors. Squares represent results from the radiatively forced
simulations. Circles represent results from the q-flux forced simu-
lations which are discussed in section B.3.5. Stratospheric aerosol
forcing (Aero) causes stronger WP temperature change and hence
stronger feedback than 0.5 × CO2 forcing. The gray dashed fit
line is calculated from a regression through a total of 120 radia-
tively forced simulations, 40 for each forcing agent (see section
B.2).

aerosol also absorbs near-infrared and terrestrial longwave (LW) radi-
ation, causing a smaller positive forcing and radiative heating in the
stratosphere. Radiative forcing from stratospheric aerosol produces
stronger feedback and hence a smaller temperature change per unit
forcing than radiative forcing from CO2 (e.g. Gregory et al., 2016; Gün-
ther et al., 2022; Hansen et al., 2005; Zhao et al., 2021). The pronounced
negative feedback to volcanic eruptions contributes to variations in
Earth’s radiative feedback parameter over the historical period, where
high volcanic activity coincides with strong global-mean feedback
(Gregory and Andrews, 2016; Gregory et al., 2020; Salvi et al., 2023).

Modelling studies have shown that the strong feedback to strato-
spheric aerosol forcing arises from enhanced changes in warm pool
(WP) temperatures relative to the global mean (Günther et al., 2022).
The WP comprises the equatorial Indian and Western Pacific Ocean
(30°S - 30°N, 50°E - 160°W) and is the main region of deep convection
due to its high sea surface temperature (SST). The amplified tempera-
ture change in the WP increases the tropical to mid-latitude inversion
strength and activates strong negative lapse rate and cloud feedbacks
(Ceppi and Gregory, 2019). The cloud and lapse rate feedback pro-
cesses that originate from the WP temperature change are powerful
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enough to impact the global-mean radiative feedback, which explains
how the pronounced WP cooling from stratospheric aerosol can cause
substantially more negative feedback than CO2 forcing.

However, it has remained unclear why aerosol forcing impacts WP
temperatures more strongly than CO2 forcing, which stands as the
principal incentive for pursuing this study (see Fig. B.1). We explore
hypotheses that could explain the causes of the different temperature
patterns.

The most obvious hypothesis is that the different top of the atmo-
sphere (TOA) effective forcing patterns cause the temperature pattern
differences. Model studies have focused on the impact of aerosol from
large tropical eruptions, which lead to aerosol optical depths that
are largest in the low latitudes. Since both aerosol optical depth and
incoming solar radiation peak in the tropics, they could combine to
produce intensified low-latitude radiative forcing. In comparison, CO2

forcing is relatively spatially uniform. The tropically enhanced forcing
pattern from aerosols has been proposed to be the reason for the
pronounced temperature changes in the tropics, in particular in the
WP (Günther et al., 2022; Salvi et al., 2023).

Alternatively, the different temperature patterns of aerosol and CO2

forcing could originate from other distinctive features of the forcing
agents. It has been argued that spectral differences could play a role,
since aerosol forcing predominantly affects SW radiation, while CO2

exclusively affects LW radiation (Bony et al., 2006; Joshi and Shine,
2003). Günther et al. (2022) also speculated about a fundamental differ-
ence in feedback strength to positive vs. negative forcing, however, an
extension of the ensemble analysed in their study made this hypothesis
less plausible.

Another essential discrepancy between aerosol and CO2 forcing
is the heating of the stratosphere and upper troposphere due to the
aerosols’ absorption of radiation. The diabatic heating leads to a cold
point warming, which allows more water vapor to enter the strato-
sphere (Joshi and Shine, 2003; Kroll et al., 2021), with potential impacts
on the temperature response (Lee et al., 2023). The heating can fur-
thermore alter the energy balance and the meridional temperature
gradient in the upper troposphere and stratosphere. This has conse-
quences for the strength and position of the polar vortex (e.g. Azoulay
et al., 2021; Bittner et al., 2016; Graf et al., 2007; Toohey et al., 2014), and
can lead to an acceleration of the Brewer-Dobson circulation (BDC),
although different studies yield conflicting results (Garfinkel et al.,
2017). Within the wave-driven BDC, air moves upward in the tropical
stratosphere. In the tropics, forced upwelling leads to an adiabatic
cooling of the environment that depends on the vertical velocity and
the temperature gradient (Birner and Charlesworth, 2017). The air
then moves polewards and descends in the extratropical stratosphere
where it causes adiabatic heating (Holton et al., 1995). Changes to
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the BDC due to stratospheric aerosol forcing have been the subject of
previous research (e.g. Diallo et al., 2017; Garfinkel et al., 2017; Richter
et al., 2017; SPARC, 2022), but the consequences for radiative feedback
and temperature patterns have not been explored yet.

Motivated by the temperature pattern’s importance for radiative
feedbacks, we investigate which of the distinctions between CO2 and
aerosol forcing cause the differences in the temperature change pat-
terns, particularly with respect to the WP. Using coupled climate
model simulations, we present arguments that the pattern of TOA
effective forcing is only weakly related to the pattern of surface temper-
atures and the radiative feedback. Instead, the surface forcing is more
relevant for explaining the temperature pattern. We show that the con-
trast between adiabatic cooling in the tropical stratosphere and heating
in the extratropical stratosphere from an accelerated BDC causes ad-
ditional negative forcing at the tropical surface, which contributes to
enhanced cooling of the tropics.

b.2 simulations and methods

b.2.1 Model

We perform simulations with the climate model MPI-ESM 1.2 in the
low-resolution setup (Mauritsen et al., 2019). The atmosphere compo-
nent ECHAM6 (Stevens et al., 2013) is resolved with 1.875° x 1.875°
at 47 levels. It is coupled to the ocean component MPIOM (Jungclaus
et al., 2013), which runs on a bipolar grid with a resolution of 1.5°
near the equator. MPI-ESM also includes modules for land processes
and ocean biogeochemistry (Ilyina et al., 2013; Reick et al., 2021). Since
no interactive atmospheric chemistry processes are included, aerosols
and trace gases are prescribed with monthly climatological fields that
represent unforced pre-industrial conditions.

b.2.2 Simulations

We perform simulations with three forcings: An abrupt halving of
the CO2 concentration (“0.5 × CO2”), an abrupt increase of the strato-
spheric aerosol concentration (“Aero”), and a patterned CO2 sim-
ulation with spatially and seasonally varying CO2 concentrations
(“pCO2”).

The Aero simulations are designed to represent the time-mean forc-
ing induced by a strongly idealized tropical volcanic eruption, or
by deliberate stratospheric aerosol injection. We derive monthly and
zonal mean fields of aerosol optical properties from the EVA forcing
generator (Toohey et al., 2016) for one January and one July eruption,
both with an injection mass of 20 Tg sulfur. The July eruption is then
shifted by 6 months, and the average of both phase-matched erup-
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Figure B.2: Forcing input for the simulations. (a) Aerosol radiative properties
that serve as input for the Aero simulation: Extinction as func-
tion of latitude and pressure, and aerosol optical depth (AOD,
vertically integrated extinction) as function of latitude, computed
with EVA (Toohey et al., 2016). (b) Annual-mean field of CO2
concentrations (in units of the pre-industrial CO2 concentration)
that serves as input for the pCO2 simulation. In the actual simu-
lation, monthly varying fields are used (appendix, Figs. B.7 and
B.8). The fields were computed with the algorithm described in
appendix B.5.1.

tions is computed, in order to remove seasonal transport asymmetries
while preserving a realistic poleward mass transport. We prescribe
the average of the first three post-eruption years as time-invariant
forcing to MPI-ESM. Constructing the aerosol forcing to be step-like in
time allows for a consistent comparison to the 0.5 x CO2 forcing. The
aerosol is only coupled to the radiation, not transported by the model,
does not evolve in time, nor does it interact directly with clouds or
ozone. While these restrictions certainly limit realism, they allow us to
isolate the effects of stratospheric aerosol in an idealized, interpretable
framework. The most important radiative properties of the aerosol
input are shown in Fig. B.2 (a).

In pCO2, CO2 concentrations at each grid box and month are chosen
such that they give rise to an effective TOA forcing field which is
approximately equal to the TOA radiative forcing of Aero in space
and time. The rationale for this experiment’s design is as follows:
If the WP-enhanced TOA forcing pattern of stratospheric aerosol is
responsible for the WP-enhanced temperature pattern, then the same
effect should appear in a CO2-forced simulation with WP-enhanced
forcing pattern. The iterative process that was used to determine the
CO2 concentrations is described in appendix B.5.1. The annual-mean
input field of spatially varying CO2 concentrations is shown in Fig. B.2
(b). The CO2 concentrations are lowest over the WP, and slightly
higher than the pre-industrial value over the poles. The resulting field
of effective forcing shares these broad features and is shown in Fig. B.3
(a).

To test the hypothesis that the effective forcing pattern from strato-
spheric aerosol causes the enhanced WP temperature change, we
perform the three sets of simulations summarized in Table B.1.
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b.2.2.1 Coupled simulations with radiative forcing

From a 1000-year control simulation with pre-industrial conditions
(piControl), we branch one simulation for each forcing (0.5 × CO2,
Aero, pCO2) every 25 years, leading to a total of 3 x 40 ensemble
members, each run for 10 years.

b.2.2.2 Simulations with fixed SST and sea ice

As an analog to the coupled simulations, for each forcing we perform
one 100-years simulation with SST and sea ice concentrations fixed to
climatological control values. By subtracting the mean climate state in
these perturbed simulations from the model’s mean control climate
state (piClim-control), we can diagnose effective forcing at the TOA,
at the surface, and adjustments (Forster et al., 2016; Sherwood et al.,
2015). Results from the fixed SST simulations are averaged over all 100

simulated years except the first to allow for rapid adjustments. Forster
et al., 2016 recommend 30 years to reliably diagnose the global mean
effective forcing. We find that 100 years are necessary to determine
also the spatial pattern of the effective forcing, especially at the surface,
where interannual variability is strong.

In addition to the fixed SST simulation with the Aero forcing, we
perform a simulation with non-absorbing aerosol forcing and only
with fixed SST and sea ice, in order to isolate the effects that arise from
the stratospheric heating, in particular the acceleration of the BDC
(section B.3.3). For this simulation we take the forcing from Aero, but
set the single scattering albedo (ratio of scattering to total extinction)
to one everywhere. The total extinction is then multiplied by (1 - initial
single scattering albedo) in order to avoid increases in the reflectivity.
For slightly different approaches to isolate the stratospheric heating
effects, see Simpson et al. (2019) and Wunderlin et al. (2024). The focus
of this study will be on the absorbing aerosol forcing (Aero).

b.2.2.3 Coupled simulations with q-flux forcing

Forcing the climate system not radiatively but with a “ghost forcing”
(Hansen et al., 1997) at the surface allows for an examination of
the way the surface forcing pattern affects the temperature pattern,
without any perturbations to the atmosphere’s radiative properties.
We derive the surface effective forcing from the fixed SST simulations
as the difference between all surface fluxes (radiative and turbulent)
of the perturbed simulations and piClim-control. We then prescribe
these flux anomalies as an additional heat source / sink (“q-flux”)
to the ocean and compute an ensemble of 40 simulations for each
forcing agent, where each simulation lasts for 10 years. Note that the
atmosphere is still fully coupled to the dynamical ocean.
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Table B.1: Overview over the MPI-ESM simulations

0.5 × CO2 Aero pCO2 Aero (non-absorbing)

Coupled: radiative forcing 40 x 10 years 40 x 10 years 40 x 10 years —

Fixed SST: radiative forcing 100 years 100 years 100 years 100 years

Coupled: q-flux forcing 40 x 10 years 40 x 10 years 40 x 10 years —

b.2.3 CMIP6 output

We complement the dedicated MPI-ESM simulations with output of
the piControl and historical simulations from phase 6 of the Coupled
Model Intercomparison Project (CMIP6; Eyring et al., 2016) to test
the results on other models. We include all 23 models that provide
the necessary output to compute adiabatic cooling in the stratosphere
according to Eq. B.2 (see section B.2.4.4). For models with multiple
realizations the ensemble-mean is calculated after applying Eq. B.2,
so that each model is weighted equally. A list of all models and the
number of ensemble members is found in Table B.3 in the appendix.

b.2.4 Defining forcing, feedback, WP-enhancement, and adiabatic cooling

b.2.4.1 Effective forcing

Effective forcing is defined as the time-mean flux change in a perturbed
simulation compared to an unperturbed control simulation, both
with the same prescribed SST and sea ice (Forster et al., 2016). It is
traditionally measured at the TOA, where it consists of SW and LW
flux changes. We also diagnose effective forcing at the surface, where
additionally the sensible and latent heat fluxes must be taken into
account.

b.2.4.2 Feedback parameter

We employ the definition of the “differential feedback parameter”
following Rugenstein and Armour (2021) as λ = ∂N

∂T with global-mean
TOA flux N and global-mean near-surface air temperature T, obtained
by regression over ten years. The differential feedback parameter
characterizes the transient response to the forcing on a time scale of
ten years and bears only very limited implications for the long-term
or equilibrium response.

b.2.4.3 Warm pool Index (WPI)

Given the elevated role of the WP, spatial patterns can be meaning-
fully measured with a simple WP index (WPI), which indicates how
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strongly a quantity is concentrated in the WP. For patterns of ef-
fective forcing F, we define it as WPIF = FWP/Fglobal. Temperatures
vary with time, so for patterns of temperature change T we define
WPIT = dTWP/dTglobal, obtained by regression over 10 years. Values
greater than one indicate greater forcing or temperature change in the
WP than in the global mean.

b.2.4.4 Adiabatic cooling in the stratosphere

Upwelling in the tropical stratosphere causes adiabatic cooling of
rate K (in Ks−1), which is proportional to the residual mean vertical
velocity w̄∗ and the deviation of the temperature profile ∂T

∂z from a dry
adiabat − g

cp
(Birner and Charlesworth, 2017):

K = −w̄∗
(

∂T
∂z

+
g
cp

)
(B.1)

with the specific heat capacity of dry air cp and gravitational accel-
eration g. The residual mean vertical velocity w̄∗ is obtained from a
transformed Eulerian mean analysis (e.g. Butchart, 2014). w̄∗ combines
the mass flux contributions from the mean velocity w and the eddies
(Butchart, 2014), and therefore better represents the mass flux than w
alone. Using the hydrostatic approximation ρdz = −dp/g, we calcu-
late the integrated adiabatic cooling of the stratosphere as power flux
density Qadi (in Wm−2) according to

Qadi = cp

∫
strat.

K(z)ρ(z) dz

= −
cp

g

∫ 1 hPa

100 hPa
K(p) dp (B.2)

By vertically integrating over the stratosphere we effectively treat it as
one layer that causes adiabatic cooling. Changing the lower limit to 70

hPa changes the numbers by up to 25 %, but not in a way that would
affect the conclusions.

The changes in K can be decomposed linearly into contributions
from changes in w̄∗ and ∂T

∂z :

∆w̄∗K =
∂K
∂w̄∗

∣∣∣∣∣
0

∆w̄∗ = −
(∂T

∂z

∣∣∣
0
+

g
cp

)
∆w̄∗ (B.3)

∆ ∂T
∂z

K =
∂K
∂ ∂T

∂z

∣∣∣∣∣
0

∆
∂T
∂z

= −w̄∗∣∣
0∆

∂T
∂z

(B.4)

The notation |0 indicates values in the unperturbed state, i.e. from
the piClim-control or piControl simulation. Plugging these cooling
rates into Eq. B.2 yields the adiabatic cooling changes ∆Qadi due to
changes in w̄∗ and ∂T

∂z .
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Figure B.3: (a) Annual-mean TOA effective forcing obtained from the dif-
ference between the forced simulations with fixed SST and the
control simulation with fixed SST. (b) Ensemble-mean 2-meter
temperature change patterns (ratio of local to global mean tem-
perature change) of the radiatively forced, coupled simulations.
Values greater than one (green) indicate stronger than global av-
erage cooling, lower than one (pink) weaker than average cooling.
Values lower than zero indicate warming. WP and tropics are
shown with solid and dashed lines, and the field average over
these regions is shown in the WP box and in the dashed line,
respectively. The global mean is shown at the top of each panel.
Standard errors are negligible compared to the shown precision
in (a). In (b), standard errors of the means over the WP and the
tropics are ≈ 0.04 – 0.05 KK−1.

b.3 results

b.3.1 Effects of the TOA forcing pattern on the temperature change pattern

First, we explore the hypothesis that the WP-enhanced forcing pattern
from volcanic aerosol causes the WP-enhanced temperature response.
The TOA effective forcing fields of the radiatively forced simulations
are shown in Fig. B.3 (a). All fields average globally to approximately
−3.5 Wm−2, but exhibit different patterns. Compared to the relatively
uniform 0.5 × CO2 TOA effective forcing pattern, Aero exhibits a
pronounced forcing pattern. The TOA forcing of Aero is 1.5 Wm−2

more negative in the WP than in the global mean, mainly due to three
effects (appendix Fig. B.10): first, stronger instantaneous forcing in
the tropics than extratropics due to higher aerosol concentration and
insolation (– 1 Wm−2); second, weaker LW effect over the WP than the
whole tropics (– 0.2 Wm−2) because the LW effect is weaker over high
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clouds than over low clouds or the surface; third, more negative SW
cloud adjustments over the WP than the whole tropics (– 0.3 Wm−2).
The last point may be model-dependent and differs from Marshall et
al. (2020), who find strong positive SW cloud adjustments in UK-ESM.

By design, the pCO2 TOA forcing field shares the Aero forcing
field’s main features, although it is slightly less enhanced over the WP,
which we will address later. The TOA effective forcing fields of Aero
and pCO2 agree well not only in the annual mean, but also in each
month (appendix, Figs. B.7 and B.8).

The temperature change patterns of all coupled 10-year simulations
are broadly similar (Fig. B.3 (b)). Temperature change is amplified in
the Arctic, moderate in low latitudes including the WP, and suppressed
over the Southern Ocean. The most relevant region for the feedback is
the WP, where small differences have substantial impacts for global
feedback, with changes of roughly −0.2 Wm−2K−1 per 0.1 WPIT

points in MPI-ESM (Fig. B.1). The definition WPIT = dTWP/dTglobal is
equivalent to the WP average of the temperature pattern shown in the
black box in Fig. B.3 (b). Despite the fact that the temperature pattern
differences among the simulations over the WP are relatively small
compared to those in other regions, these small changes dominate the
global mean radiative feedback parameter (Dong et al., 2019; Günther
et al., 2022).

Although Aero and pCO2 are almost equally strongly forced in the
WP, the WPI of the temperature pattern of pCO2 (0.92) is smaller than
that of Aero (1.03). We perform Student’s t-tests on the distributions
of WPIT from the 40 ensemble members of each forcing agent under
the null hypothesis that they are drawn from distributions with the
same average. While the WPIT values of 0.5 × CO2 and pCO2 are
not significantly different (p = 0.2), the WPIT values of Aero and
pCO2 are distinct (p = 10

−6). Although the TOA forcing patterns of
pCO2 and Aero are similar, their temperature change patterns are not,
when measured by the WPIT (Fig. B.1). This contradicts the hypothesis
that the WP-enhanced TOA forcing pattern of Aero causes the WP-
enhanced temperature change pattern. If that were the case, the WP
should cool equally strongly in Aero and pCO2.

This result is limited by the fact that the forcing pattern of pCO2 is
not quite as WP-enhanced as in Aero: The WPIF (WP forcing divided
by global mean forcing) is only 1.36 in pCO2, but 1.44 in Aero. How-
ever, even when applying a correction factor of 1.44/1.36 to the WPIT

values of pCO2, the WPIT values remain significantly different from
Aero, albeit with higher p-value (p = 0.02).

In summary, the pCO2 simulation with a TOA forcing pattern
almost as WP-heavy as Aero, does not produce a temperature change
pattern as WP-heavy as Aero. Instead, its temperature change pattern
is rather similar to the 0.5 × CO2 simulation (see also Fig. B.1). Hence,
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Figure B.4: Effective forcing of the radiatively forced simulations at TOA (row
1), surface (row 2), and their difference (row 3). The difference
between TOA and surface effective forcing is the effective forcing
on the atmosphere, and can be interpreted as a redistribution of
negative forcing from blue to red regions, when going from the
TOA to the surface. WP and tropics are shown with solid and
dashed lines, and the field average over these regions is shown
in the WP box and in the dashed line, respectively. The global
mean is shown at the top of each panel. The standard errors are
generally negligible compared to the shown precision, except:
WP mean of surface and TOA–surface: ≈ 0.2 Wm−2, and tropical
mean of surface and TOA–surface: ≈ 0.1 Wm−2.

we arrive at the conclusion that another process which is specific to
aerosol forcing must cause the temperature pattern differences.

b.3.2 Surface forcing pattern

The rationale of the TOA-forcing hypothesis was that stronger forcing
in the WP could lead to stronger temperature change in the WP.
However, the ocean does not directly respond to the forcing at the
TOA, but the forcing at the surface, which might therefore be more
relevant. In the following section, we examine the surface effective
forcing and how it differs from the TOA effective forcing.

There are multiple constraints to surface forcing: land and atmo-
sphere have small heat capacities and therefore cannot act as energy
reservoirs on time scales of the 100 years fixed SST simulation. If there
were substantial fluxes into the atmosphere or the land, they would
heat up or cool down until the fluxes become zero. The time scale
of these adjustments is fast due to the small heat capacities of land
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and atmosphere. Only the ocean (due to its fixed SST) and the TOA
can support non-zero fluxes in the steady state of the fixed SST simu-
lations. These considerations imply that the surface effective forcing
over land must be zero. The fact that the global-mean flux into the
atmosphere is zero implies that the global-mean effective forcings at
the TOA and the surface must be equal (see also Eq. B.5).

Fig. B.4 shows the annual mean effective radiative forcing at the
TOA, the surface, and their difference, diagnosed from the fixed SST
simulations. The surface forcing exhibits a richer spatial structure than
the TOA forcing. Furthermore, the WP-intensification of the forcing
in Aero is much more pronounced at the surface than at the TOA:
At the WP surface, it is more than twice as strong as in the global
mean. In comparison, the surface forcing in pCO2 is only slightly more
WP-enhanced than in 0.5 × CO2.

The difference between TOA and surface forcing is the effective forc-
ing that acts on the atmosphere, which is zero in the global mean, but
has a pattern. It must be locally balanced by changes in the horizontal
heat flux divergence Q, since the atmosphere has no relevant sinks or
sources of energy on long time scales.

FTOA − Fsurface = Fatm (B.5)

Fatm + Q = 0 (B.6)

FTOA and Fsurface denote the effective forcing at the TOA or at the
surface, respectively. Fatm denotes the effective forcing on the atmo-
sphere. All effective forcing fields are a function of longitude and
latitude. Both sides of Eq. B.5 globally average to zero.

The forcing on the atmosphere equals the change in horizontal
atmospheric heat flux divergence at fixed SST. Taking a perspective
from the TOA looking down to the surface, the atmosphere shifts
negative forcing from grid points with negative values towards grid
points with positive values. Negative forcing is redistributed from
columns over land to columns over ocean in all simulations (Fig. B.4,
bottom row). This effect arises somewhat artificially from the fact that
effective forcing is diagnosed at fixed SST concentrations and sea ice
concentrations, but not fixed land temperatures. In Aero there is an
additional convergence of negative forcing at the WP surface (2.4 ± 0.2
Wm−2 compared to 1.0 ± 0.2 Wm−2 in pCO2 and 1.3 ± 0.2 Wm−2 in
0.5 × CO2).

We argue that the surface forcing is the critical factor that distin-
guishes aerosol from CO2 forcing. The differences between TOA and
surface forcing are imposed by heat transport changes that arise from
anomalous circulations. They come about as adjustments which are
specific to the forcing agent. We hypothesize that the WP surface in
Aero is so strongly forced because the anomalous atmospheric cir-
culation leads to an anomalous energy transport out of the WP, or,
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equivalently, moves positive forcing away from the WP surface. In
the following sections, we aim to (1) explain how the differences in
atmospheric forcing divergence arise from the circulation changes,
and (2) determine if these differences cause the distinctions among
the temperature change patterns.

b.3.3 Explaining the atmospheric forcing divergence

What explains the different structures of the forcing on the atmosphere
(bottom row of Fig. B.4)? Most of the spatial structure arises from
variations in the latent heat flux at the surface (not shown). Therefore,
it is mostly the latent heat flux that reacts to energetic constraints from
the atmosphere, consistent with previous studies (Fajber et al., 2023;
Fajber and Kushner, 2021). However, this does not explain why the
atmosphere redistributes energy, and which circulations accomplish
this energy transport.

Eq. B.6 states that the forcing on the atmosphere is balanced by
heat transport. We focus on the anomalous energy export out of the
WP, and on the question why this anomaly is stronger for Aero. To
this end we partition the energy export into a meridional component,
i.e. the energy transport from the tropics to the extratropics, and a
tropical-zonal component, i.e. the transport from the WP to tropical
non-WP regions. In the “TOA - Surface” row of Fig. B.4, the meridional
energy transport is equal to the average over the tropics (1.0 ± 0.1
Wm−2 in Aero, compared to 0.1 ± 0.1 Wm−2 in 0.5 × CO2), and the
zonal energy transport is measured by the difference between the WP
mean and the tropical mean (1.4 ± 0.2 Wm−2 in Aero compared to 1.2
± 0.3 Wm−2 in 0.5 × CO2).

Obvious explanations for these transports could be changes in gross
moist stability, the Hadley or Walker circulation, or eddy-energy flux.
Indeed, the tropical tropospheric zonal overturning circulation has
been shown to weaken as a consequence of stratospheric heating (Fer-
raro et al., 2014; Simpson et al., 2019). However, a weaker zonal over-
turning circulation cannot be the reason for increased energy flux out
of the WP, unless it is overcompensated by increases in gross moist
stability. We argue that the circulation changes associated to the at-
mospheric energy budget do not project onto the Hadley and Walker
circulations. Instead, the meridional transport is accomplished via the
BDC, and the tropical-zonal transport arises from an anomalous ocean-
land circulation. This only applies to the direct circulation adjustments,
and we do not make any statement about temperature-dependent
changes to the Hadley or the Walker circulation from stratospheric
aerosol forcing. The meridional and tropical-zonal component will be
treated separately in the following.
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Table B.2: Anomalous adiabatic cooling in the stratosphere calculated ac-
cording to Eq. B.2 and averaged over the tropics (30°N to 30°S).
Negative values represent cooling. Standard errors are only shown
where they are at least on the order of the precision shown,
i.e. O(0.1 Wm−2). The lower rows show the contributions from
changes in the upwelling speed and the lapse rate, respectively.

0.5 × CO2 Aero pCO2 Aero (non-absorbing)

∆Qadi / Wm−2
0.0 -0.9 -0.1 ± 0.1 0.0

∆Qadi due to ∆w̄∗ / Wm−2
0.2 -0.7 0.1 ± 0.1 0.0

∆Qadi due to ∆∂T/∂z / Wm−2 -0.2 -0.2 -0.2 0.0

b.3.3.1 Meridional energy transport: adiabatic cooling from the Brewer-
Dobson circulation

We propose that the meridional transport of energy from the trop-
ics to the extratropics arises from increased adiabatic cooling in the
tropics via the BDC. Stratospheric aerosol causes a meridional heating
gradient in the stratosphere, which affects the wave propagation and
therefore the wave driving of the BDC (Garcia and Randel, 2008). An
increase in adiabatic cooling could arise from an acceleration of the
vertical velocity (i.e. the BDC) or an increase of the vertical temper-
ature gradient (see Eq. B.1). The changes in adiabatic cooling in the
fixed SST simulations compared to piClim-control, calculated accord-
ing to Eq. B.2, are shown in Table B.2. In the tropics, the BDC causes
an additional adiabatic cooling of 0.9 Wm−2 in Aero, 0.0 Wm−2 in
0.5 × CO2, and 0.1 Wm−2 in pCO2. In Aero, most of this is driven
by changes in the upwelling speed, and only a small part is due to
changes in the stratospheric lapse rate. While the upwelling speed
influences the adiabatic cooling proportionally according to Eq. B.2,
changes in the temperature profile influence adiabatic cooling only in
so far as they change the difference between the actual lapse rate and
the dry adiabatic lapse rate. Since this difference is already quite large
in the unperturbed stratosphere (10 K/km dry adiabatic lapse rate
vs. -2 K/km stratospheric lapse rate), moderate changes to the strato-
spheric lapse rate will only have a small effect on the adiabatic cooling.
However, eventually all changes to adiabatic cooling are driven by
changes to the global stratospheric temperature distribution, since it
is the differential heating between equator and pole that affects wave
propagation and therefore the speed of the BDC (Garcia and Randel,
2008). A measure for the BDC strength is the tropically averaged resid-
ual mean vertical velocity w̄∗, which increases in Aero by 10±2 % at
70 hPa and 24±2 % at 30 hPa. In the CO2-forced simulations, these
changes are on the order of the uncertainty.

Adiabatic cooling is not a sink of energy in the global energy budget.
The energy is released during the sinking motion in the extratropics,
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and therefore constitutes an energy transport from the tropics to the
extratropics (Richter et al., 2017). The mechanism of energy export
due to the BDC explains the meridional energy transport of slightly
less than 1 Wm−2 from tropics to extratropics seen in Fig. B.4 (h).
The forcing anomalies are communicated from the stratosphere to the
tropical tropopause layer and the free troposphere via radiation, and
then passed on via convection to the surface.

We turn to the additional simulation with fixed SST and a prescribed
aerosol forcing similar to Aero, where the aerosol is modified to
only scatter, but not absorb radiation. This precludes the aerosol
from heating the stratosphere, which should in turn prevent the BDC
mechanism. Consistent with our expectations, we find no anomalous
energy transport from the tropics to the extratropics (Table B.2).

Note that an increase in adiabatic cooling does not imply that the
tropical stratosphere becomes colder - it just warms less than it would
if there was no acceleration of the BDC. The stratosphere heats in
Aero and the CO2-forced simulations, leading to a small additional
adiabatic cooling from the increased lapse rate. However, only in Aero
the BDC accelerates considerably, which provides the bulk of the
adiabatic cooling effect.

b.3.3.2 Tropical-zonal energy transport: Ocean-to-land circulation

All simulations exhibit a zonal energy transport from the WP to the
tropical non-WP regions. This tropical-zonal energy transport is not
a big contributor to the differences between the Aero and 0.5 × CO2

forcing patterns and therefore not a focus of our study. Nevertheless,
we briefly lay out the reasons for this anomalous circulation. The
explanations are somewhat rooted in the way forcing is diagnosed in
models, and only partially apply to the real world.

Since land temperatures vary freely in the fixed SST simulations,
the land cools down rapidly, which leads to an enhanced energy
flux from the atmosphere to the land. For the atmospheric energy
budget to be closed, this energy must be replenished from the ocean,
which can draw from an infinite energy reservoir due to the fixed SST
ocean surface. Consequentially, an anomalous energy transport arises
from ocean towards land (see appendix Fig. B.9 and accompanying
text). This is accomplished by land-to-ocean winds at the surface, and
ocean-to-land winds aloft, which is also the direction of the energy
flow. Since deep convection is impeded over non-WP regions, the
anomalous circulation predominantly transports energy from WP
ocean regions to the tropical land regions. For this reason, there is an
additional energy export from the WP to the non-WP regions in all
fixed SST simulations.

Previous studies have noted the importance of land-ocean temper-
ature contrast and a resulting monsoon-like circulation in the fast
response to abrupt forcing (Heede et al., 2020; Modak et al., 2016).
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While this circulation arises artificially in our fixed-SST simulations
from the fact that land temperatures are not fixed, it would appear
similarly in reality because land reacts much faster than ocean. This
effect is important on a time scale of several months (Modak et al.,
2016), which is comparable to the time scale of volcanic aerosol forcing.
Our simulations show that this circulation causes an energy export
out of the WP, and might therefore contribute to a strengthening of the
feedback to volcanic eruptions, simply due to the time scale they act
on. For long-term forcing such as anthropogenic greenhouse gases and
solar radiation management, this effect would be less important. This
raises the question how the different time scales of volcanic aerosol
and CO2 forcing affect the feedback.

Further explanations and a figure showing the anomalous circula-
tion can be found in appendix B.5.2.

b.3.3.3 Sum of meridional and zonal terms

In total, the atmosphere exports 1.3 Wm−2 out of the WP in the
0.5 × CO2 simulation, but 2.4 Wm−2 in Aero, which leads to enhanced
negative forcing at the WP surface in Aero (Fig. B.4). In Aero, the atmo-
sphere absorbs 0.9 Wm−2 of positive forcing in the tropics and exports
it to the extratropics via the BDC (Table B.2). The energy transport via
the BDC explains most of the meridional energy transport, and the
difference between the surface forcing in the Aero and 0.5 × CO2 ex-
periments. The cooling of the land surface causes an additional zonal
transport of energy from the WP ocean to tropical land regions via the
free troposphere in all simulations. While the anomalous meridional
transport via the BDC does not show substantial year-to-year variation,
the zonal energy transport varies substantially interannually. Even
using 100 years of fixed SST simulations, its standard error (standard
deviation in time divided by square root of sample size) is on the
order of 10 to 15 %, which is an order of magnitude higher than the
standard error of the meridional transport. This implies the existence
of substantial interannual variability, which originates from the at-
mosphere alone. Furthermore, the tropical-zonal energy transports
of Aero and 0.5 × CO2 differ only within one standard error, and
arise at least partly from the specifics of fixed SST simulations, where
temperatures are only prescribed at the ocean surface, but not at the
land surface. We therefore emphasize the BDC changes as the more
important result, and caution with the interpretation of the zonal
energy transport. In the following, we examine the forcing patterns
and the meridional energy transport mechanism in CMIP6 models.
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Figure B.5: Tropical mean changes in stratospheric adiabatic cooling in
the CMIP6 historical simulations in the post-eruption years of
Krakatau (1884) and Pinatubo (1992) and the pre-eruption years
(1882 and 1990), compared to the piControl simulations. The
value from each model is shown by a circle. The green circles are
from the five models with at least ten realizations. Together, these
models account for 80 % of all realizations. All values are calcu-
lated using Eq. B.2. The error-bars show the multi-model mean
and standard error. Negative values indicate increased adiabatic
cooling.

b.3.4 Testing the energy export mechanism with CMIP6 models

Salvi et al., 2023 provide an analysis of CMIP6 forcing patterns at
the TOA and the surface (see their Fig. 10). For aerosol forcing from
the Krakatau and Pinatubo eruptions, they find enhanced forcing in
the tropics at the TOA and at the surface. However, while the WP-
enhancement of aerosol forcing at the surface is clearly visible, it it
not substantially stronger than in the case of greenhouse gas-forcing.
This calls into question the existence of the BDC mechanism in CMIP6

models.
We explicitly test if the energy export due to the BDC increases after

volcanic eruptions. 23 models provide the necessary output to compute
the adiabatic cooling in the historical coupled simulations. We compute
the changes to the adiabatic cooling in the tropics according to Eq. B.2
in the first post-eruption year of the Krakatau and Pinatubo eruption,
respectively (1884 and 1992). Since we restrict the computations to the
tropics where the eddy contribution is small, we simplify the analysis
by using w instead of w̄∗ for the CMIP6 analysis. In MPI-ESM, this
leads to an underestimate of the additional adiabatic cooling from
aerosol forcing of approximately 10 %.

Most CMIP6 models show a moderate increase in adiabatic cooling,
with a multi-model average of 0.12 / 0.13 Wm−2 for the Krakatau /
Pinatubo eruption, respectively (Fig. B.5) The multi-model mean +/-
standard error does not overlap with zero, indicating the presence
of a significant effect. The 20 to 80 % intervals are: [-0.22, -0.01] for
Krakatau, [-0.25, 0.01] for Pinatubo, [-0.11, 0.05] for the pre-eruption
years. The adiabatic cooling in the pre-eruption years (1882 and 1990)
is indistinguishable from the control simulation, which implies that
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the additional adiabatic cooling in the post-eruption years is indeed
caused by the eruption and not some other historical forcing agent.

The effect is smaller than what we find in the fixed SST simulations
of MPI-ESM: Assuming a peak global mean effective forcing from
Krakatau and Pinatubo of approximately 1.8 Wm−2 (Salvi et al., 2023),
the BDC cools the tropics by about 7 % of the global mean forcing in
CMIP6, compared to about 25 % in our simulations. This difference is
diminished when only taking into account the models with at least 10

realizations, where the influence of internal variability is reduced. In
these models, the transport from the BDC is -0.16 [-0.24, -0.07] Wm−2

for Krakatau and -0.25 [-0.33, -0.16] Wm−2 for Pinatubo, corresponding
to roughly 9 % and 14 % of the global mean forcing, respectively. Apart
from model-differences, the remaining disparity between our results
and the CMIP6 results could arise for three systematic reasons: First,
using w instead of w̄∗ leads to a small underestimation. Second, the
aerosol is short-lived and not all of the post-eruption year is equally
strongly affected by the presence of the aerosol. Third, the CMIP6

estimate is likely biased low, because the historical coupled simulations
cool in the post-eruption year, and there is a positive correlation
between temperatures and the strength of the BDC (Garfinkel et al.,
2017). The last point does not compromise our finding that the BDC
reshapes the surface forcing pattern, since the forcing is defined at
zero surface temperature change.

In agreement with our CMIP6 analysis, model studies consistently
show an acceleration of the BDC after volcanic eruptions (Aquila
et al., 2013; Garcia et al., 2011; Garfinkel et al., 2017; Muthers et al.,
2016; Pitari and Mancini, 2002; Pitari and Rizi, 1993; Toohey et al.,
2014). In contrast, studies using reanalysis or observations provide
mixed results. Some studies find enhanced wave activity in at least
one hemisphere (Graf et al., 2007; Schnadt Poberaj et al., 2011), others
do not find stratospheric circulation changes after volcanic eruptions
(Diallo et al., 2012; SPARC, 2022; Seviour et al., 2012). Since reanalysis
products do not assimilate aerosol data and are hence ignorant to the
ensuing heating rate anomalies in the stratosphere, they might not be
a suitable tool to study the links between stratospheric heating and
the BDC (Abalos et al., 2015). The absence of the upwelling effect in
observational records might also be related to the choice of the metric:
Toohey et al. (2014) argue that the upwelling change might be most
pronounced in the middle and upper stratosphere, while observational
studies focus on upwelling in the lower stratosphere.

b.3.5 Does the surface forcing pattern cause the surface temperature pat-
tern?

If the previously demonstrated differences in the surface forcing cause
the temperature pattern differences, then these differences should
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Figure B.6: Ensemble-mean 2-meter temperature change patterns (ratio of
local to global mean temperature change) of the radiatively forced
simulations (a - c), q-flux-forced simulations (d - f), and their
difference (g - i). In panels (a) to (f), Values greater than one
(green) indicate stronger than global average cooling, lower than
one (pink) weaker than average cooling. Values lower than zero
indicate warming. In (a) - (f), the standard errors of the means
over the WP and the tropics are ≈ 0.04 – 0.05 KK−1. For the
differences (g - i), the standard errors are ≈ 0.07 KK−1.

appear in surface-forced simulations without any changes to aerosol or
CO2 concentrations. While it seems intuitive, it is not straightforward
that stronger surface forcing in the WP causes stronger temperature
change in the WP. Results from q-flux Green’s functions have shown
that the temperature response to a localized surface flux is typically
non-local (Lin et al., 2021; Liu et al., 2018a,b, 2022). We use the q-
flux simulations to establish the link between local forcing and local
temperature change in the WP. They are forced by a surface heat sink
/ source, each of them with a global mean of -3.5 Wm−2, but with the
patterns diagnosed from the radiative forcing simulations (Fig. B.4
d-f).

Results from the q-flux simulations in the space of temperature pat-
tern and feedback are shown in Fig. B.1. The simulations with more
strongly concentrated surface forcing in the WP also cause stronger
temperature change in the WP (Aero > pCO2 > 0.5 × CO2). These
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results support our hypothesis that stronger surface forcing in the WP
leads to stronger surface temperature change in the WP. However, the
temperature patterns differ between the q-flux forced and the corre-
sponding radiatively forced simulations (Fig. B.6), in particular with
respect to temperature changes in the WP and the tropics. All q-flux
forced simulations cool more strongly in the WP and in the tropics
than their radiatively forced counterparts. Generally, the pattern dif-
ferences between radiatively and q-flux forced simulations of the same
forcing agent are in the same order of magnitude as the differences
among the forcing agents. Possible reasons for these deviations are: (i)
the lack of changes to the atmospheric CO2 concentrations / aerosol
load, which affects the vertical structure of the atmosphere and the
general circulation; (ii) the lack of forcing over land; (iii) the fact that
we only include heat fluxes, but no momentum or freshwater fluxes to
force the ocean surface. Aquaplanet simulations show little difference
between radiatively forced and q-flux forced simulations (Haugstad
et al., 2017), rendering hypothesis (i) - the absence of CO2/ aerosol in
the atmosphere - as a cause for the differences unlikely. On the other
hand, both CO2 forced simulations show a more positive PDO-like
temperature change pattern in the radiatively forced, compared to the
q-flux-forced simulations, which could be an indication that this part
of the temperature pattern is due to the direct effect of CO2. In CESM2

simulations with historical forcing, the absence of wind stress forcing
causes statistically significant changes to the SST pattern (McMonigal
et al., 2023) towards a more WP-enhanced temperature pattern, con-
sistent with the bias in our simulations and with hypothesis (iii), the
momentum forcing-hypothesis.

The exact causes are beyond the scope of this study and warrant
further research. Despite the shortcomings, we interpret the results
from the q-flux forced simulations as a support for our hypothesis
that strong surface forcing in the WP leads to strong surface cooling
in the WP.

b.4 discussion and conclusions

In this study, we identify a mechanism that redistributes energy from
the tropics to the extratropics via an accelerated BDC due to strato-
spheric heating. Using MPI-ESM simulations of idealized CO2 and
aerosol forcing we explain the pronounced WP cooling from strato-
spheric aerosol forcing with the strongly negative forcing it causes at
the WP surface. This finding enhances our understanding of the for-
mation of the WP-enhanced temperature change pattern in response
to stratospheric aerosol forcing, which has previously been shown
to cause strongly negative feedback (Günther et al., 2022; Salvi et al.,
2023; Zhou et al., 2023).
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The effective forcing from stratospheric aerosol is more negative
in the WP than in the global mean already at the TOA. Furthermore,
there is a substantial export of energy from the tropics to the extra-
tropics via the stratosphere, effectively removing additional energy
from the tropical surface. The stratospheric energy export emanates
mainly from an acceleration of the BDC, which leads to increased
adiabatic cooling in the tropical stratosphere and adiabatic heating in
the extratropical stratosphere. Changes in the BDC ultimately arise
from the differential heating between the tropical and the extratropical
stratosphere, which affects wave activity and therefore the strength of
the stratospheric pump (Graf et al., 2007; Holton et al., 1995; Schnadt
Poberaj et al., 2011).

The time-constant forcing we use to model stratospheric aerosol
forcing is reminiscent of strategies to cool the Earth with solar radi-
ation management by deliberate injection of reflective aerosol into
the stratosphere. Depending on the location and absorptivity of the
used aerosol the BDC will accelerate and lead to stronger cooling of
the tropics than the extratropics. Tropical overcooling is a notorious
problem of solar radiation management, unless more sophisticated
injection strategies are used (Kravitz et al., 2019; Laakso et al., 2017).
The importance of the BDC for the climate response corroborates the
finding from previous studies that solar dimming is an imperfect
substitute for simulating aerosol forcing (Ferraro et al., 2014; Simpson
et al., 2019; Visioni et al., 2021).

In order to highlight differences between aerosol and CO2 forcing
independent of the forcing pattern, we created a patterned CO2 sim-
ulation, which approximately reproduces the TOA effective forcing
pattern of stratospheric aerosol. This was achieved by varying the
CO2 concentration in space and time. The aerosol and the patterned
CO2 simulation have more negative TOA radiative forcing in the WP
and the tropics than in the global mean. Despite their similar TOA
effective forcing patterns, they exhibit substantial temperature pattern
differences. We therefore argue that the increased energy export out
of the tropics due to the acceleration of the BDC is essential for the
emergence of the tropically enhanced temperature change pattern
and strong feedback to stratospheric aerosol forcing. This shows that
the TOA forcing perspective is not sufficient to explain the temper-
ature patterns. The TOA perspective has previously been used as
an explanation for the feedback to aerosol forcing (Salvi et al., 2022,
2023), to solar forcing (Kaur et al., 2023; Modak et al., 2016), and for
explaining temperature change patterns in general (Liu et al., 2022).
We show that the temperature pattern is more closely linked to the
pattern of forcing at the surface than at the TOA. The TOA forcing
perspective is established in climate science, which is appropriate as
long as the focus is on global means, but the patterns of TOA and sur-
face forcing can be substantially different. Differences between them
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arise from changes in the atmospheric heat transport, which lead to a
considerable redistribution of forcing between different regions of the
Earth. This should be kept in mind when addressing the relationship
between forcing patterns and temperature change patterns in future
studies.

The comparison of radiatively forced simulations with simulations
that were forced with an equivalent heat flux forcing at the surface,
reveals the existence of a link between surface forcing pattern and
surface temperature response. Stronger surface forcing in the WP
produces stronger temperature change in the WP. Still, knowledge
of the surface effective forcing in our simulations is not enough to
reproduce the exact temperature response.

For the interpretation of our results it should be kept in mind
that the aerosol in our model has a highly idealized profile with no
seasonal dependence, and is not transported. The ozone profile is fixed,
although ozone is affected by the presence of aerosol and has been
shown to affect the BDC (Garfinkel et al., 2017; Pitari and Rizi, 1993;
Schnadt Poberaj et al., 2011). Comparing aerosol-forced simulations in
a single model with and without interactive ozone chemistry, Richter
et al. (2017) find slightly higher upper stratospheric upwelling in the
simulation without atmospheric chemistry, and almost no tropical
temperature differences.

Furthermore, shifting the aerosol profile in altitude or latitude
would likely modify the effect on the BDC, so that our results may
be dependent on the specific aerosol profile we chose. Aerosol that is
injected at greater altitude has been found to cause less negative feed-
back (Lee et al., 2023; Zhao et al., 2021). Lower injections allow more
water vapor to enter the stratosphere, because they more strongly
affect cold point temperatures. Lee et al. (2023) argue that this leads
to a negative water vapor feedback. Since the increased stratospheric
water vapor from cold point heating appears on a time scale of months
(Kroll et al., 2021) and independent of surface temperature, we suggest
that this does not constitute a feedback, but rather an adjustment. Ac-
cording to our results, the altitude dependence of the feedback could
be related to the altitude dependence of the effect of stratospheric
heating on the BDC. In addition to the dependence of feedback on
altitude, we also expect a dependence on the meridional profile. Ex-
tratropical eruptions would not only cause a less WP-enhanced TOA
forcing pattern. They also affect the BDC differently (Richter et al.,
2017) and might therefore lack the WP-enhancement of the surface
forcing. Our results are therefore not necessarily applicable to aerosol
forcing with pronounced hemispheric asymmetries.

In recent years, much progress has been made to understand how
patterns of SST affect radiative fluxes. Especially SST Green’s functions
provide a detailed picture about the importance of tropical convective
regions for radiative feedbacks. However, less is known about how
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these SST patterns come about. Simulations with q-flux Green’s func-
tions and slab ocean and pacemaker experiments indicate that heat
fluxes over the Southern Ocean play an elevated role for SST pattern
formation (Hu et al., 2022; Hwang et al., 2017; Kang et al., 2023; Lin
et al., 2021; Liu et al., 2018a,b, 2022). Dynamic ocean and atmosphere
processes make the temperature pattern time-dependent, even for con-
stant forcings (Heede et al., 2020). Yet, the mechanistic picture of the
connection between forcing pattern and SST pattern is still incomplete.
While many pieces are missing on the way to complete this picture,
we contribute to filling this gap by identifying relevant processes that
cause differences between TOA and surface forcing, emphasizing the
relevance of the latter, and by pointing out the atmospheric pathway
from TOA forcing to surface forcing to surface temperature pattern
specifically for stratospheric aerosol forcing.

b.5 appendix

b.5.1 Finding a field of CO2 concentrations that matches the effective TOA
forcing of Aerosol

b.5.1.1 Approach

The goal is to find a field of CO2 concentrations whose effective forcing
is equal to the effective forcing field from the stratospheric aerosol
(“Aero”), which is known. The idea of the algorithm is to start with
an initial guess, compute its effective forcing, and then iteratively
increase the CO2 concentration wherever the effective forcing is too
negative, and decrease it wherever the effective forcing is too posi-
tive, taking into account the logarithmic dependence of forcing on
CO2 concentration.

b.5.1.2 Algorithm

Let x be the CO2 concentration in units of the pre-industrial CO2 con-
centration (284 ppm), as function of longitude, latitude, and time.
The goal is to find a target field xt, whose effective TOA forcing F
matches a given target Ft. The indices t, i will be used in the following
to indicate initial and target fields.

Instantaneous CO2 radiative forcing approximately follows the rela-
tionship

F ≈ c · log2(x) (B.7)

Eq. B.7 holds approximately in the global mean with c ≈ 3.7 Wm−2

(Myhre et al., 1998). However, the instantaneous radiative forcing
at each location is determined by the local difference between the
temperatures at the surface and the tropopause (Jeevanjee et al., 2021),
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resulting in a non-uniform TOA instantaneous forcing pattern, even
for a uniform change in CO2 concentration. Atmospheric adjustments
and noise cause further departures of the effective forcing from the
instantaneous forcing, both in its pattern and global mean.

From Eq. B.7 it follows that

Ft/Fi ≈ log2(xt)/ log2(xi) (B.8)

xt ≈ 2Ft/Fi ·log2(xi) (B.9)

xt = xFt/Fi
i + ϵ (B.10)

(see also Xia and Huang, 2017). In the last step, the approximation
symbol is replaced by inclusion of an error term ϵ. The effective forcing
field F of any forcing can be computed as the difference of TOA fluxes
between a perturbed and an unperturbed simulation with fixed SST
and sea ice. Therefore, for any xi, Fi can be determined. Using Eq. B.10,
one can compute a field xt that will have the desired forcing field Ft,
up to an error term ϵ. Using xt as the new xi, ϵ can be minimized by
repeatedly applying Eq. B.10 to each horizontal grid point. The target
Ft remains the same in all iterations.

It is not a priori clear that this algorithm converges. In fact, a few
modifications must be made due to errors from adjustments and noise.
We apply these modifications in every step.

1. In Eq. B.10, Ft/Fi → ±∞ for Fi → 0. To address this problem
we set Fi in the calculation to ±0.5 Wm−2 wherever its absolute
value is smaller than 0.5 Wm−2.

2. In our specific case Ft is generally negative, but positive in
some places, especially near the poles. In case Fi < 0 < Ft,
problems arise when xi > 1. From Eq. B.7 this is not generally
expected (xi > 1 is associated with Fi > 0), but can happen due
to adjustments or noise. This violation of the assumptions leads
to local divergence of the algorithm. One way to fix this is to set
xt = xi + c wherever Fi < 0 < Ft ∧ xi > 1, instead of applying
Eq. B.10. We arbitrarily choose c = 0.5. The idea is to force the
algorithm to increase the CO2 concentration when it is too low
in cases where it would normally decrease it. Similarly, we set
xt = xi − c wherever Fi > 0 > Ft ∧ xi < 1 to account for the
opposite case.

3. After applying Eq. B.10, we apply a moving average filter to
log2(x) with window length of 36° longitude and 19° latitude in
order to smooth the spatial variations.

4. After the moving average filter, we restrict CO2 concentrations
to 1/4 < xt < 4 in the interest of avoiding too extreme variations.
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With the modifications in place, the algorithm converged according
to our subjective judgment after three iterations. The resulting field
of CO2 concentrations is shown in Fig. 2 (b) of the main manuscript,
the effective TOA forcing field is shown in Fig. 3 (a) of the main
manuscript. Both clearly share large-scale features, e.g. the most neg-
ative forcing and the most strongly reduced CO2 concentration over
the WP, but they differ on smaller scales due to adjustments and noise.
Monthly-mean fields of effective TOA forcing and CO2 concentrations
of pCO2 in comparison to Aero are shown in Figs. B.7 and B.8.

Figure B.7: Monthly comparison of the effective TOA forcings of Aero and
pCO2: January - June. The right column shows the field of
CO2 concentrations that results in the effective forcing of the
middle column. Note the seasonal dependence of the forcing,
with positive forcing over the pole of the winter hemisphere. The
seasonal dependence arises despite the time-invariant aerosol
profile from the seasonally varying insolation.
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Figure B.8: Same as Fig. B.7, but for July - December
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b.5.2 Tropical-zonal circulation from ocean to land

Although not the main focus of this study, we provide a short expla-
nation why there is a tropical-zonal energy transport from the WP to
tropical non-WP regions in all fixed SST simulations (see section 3.3
of the main manuscript).

Fig. B.9 shows histograms of variables that indicate an anomalous
ocean-land circulation in the fixed SST simulations. Over land, the
atmosphere loses energy by radiative and turbulent fluxes almost ev-
erywhere, because the land can cool down in the fixed SST simulation,
while the ocean can not. This energy loss is compensated by adiabatic
heating due to more pronounced downward motion over land.

The energy that is transported to the atmosphere over land is sup-
plied from the atmosphere over ocean, which gains more energy from
turbulent and radiative fluxes. The air rises more strongly over ocean,
associated with more precipitation and hence convective heating. The
circulation must necessarily be closed by movement of air from ocean
to land aloft, and from land to ocean near the surface.

The top and middle row show that the WP ocean regions provide
proportionally more energy than the tropical non-WP ocean regions,
indicated by more positive forcing on the atmosphere and a stronger
increase in precipitation. Since the WP is a major region of deep con-
vection, it effectively couples the surface to the free troposphere, which
enables energy transport from the surface to the free troposphere and
subsequently to the land regions. The prevailing inversion over, e.g.,
the Eastern Pacific impedes this energy transport. Therefore the ma-
jority of the energy transport happens from WP ocean regions to land
regions.

This picture is qualitatively similar for the Aero, 0.5 x CO2 and
pCO2 simulations, because it does not directly depend on the presence
of the forcing agent. Instead, it emerges as a consequence of the air-
sea contrast that arises from fixing SST, but not land temperatures.
A real-world analog might be the fast response to forcing, where
land temperatures react more quickly than SST, such as after volcanic
eruptions.
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Figure B.9: Distribution of changes over the tropics, separated into land /
ocean and WP / tropical non-WP regions, indicating an ocean-
land circulation. Values are taken from the 0.5 x CO2 simula-
tion (Aero and pCO2 qualitatively similar). All histograms show
changes of the fixed SST simulation compared to piClim-control.
Top: Effective forcing on the atmosphere (= TOA - surface forc-
ing). Middle: Precipitation. Bottom: Negative pressure velocity at
500 hPa (positive values indicate rising motion). NWP = tropical
non-WP regions.
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b.6 components of the toa forcing of aero

Figure B.10: For Aero, we show instantaneous forcing (first column), effective
forcing (second column), and the difference between the two (=
adjustments, third column). We further split this into SW and
LW contributions, and separate out the clear-sky.
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b.6.1 CMIP6 models

Ensemble members

ACCESS-CM2 3

BCC-CSM2-MR 3

BCC-ESM1 3

CESM2-FV2 3

CESM2-WACCM-FV2 3

CESM2-WACCM 3

CIESM 3

CMCC-CM2-SR5 1

CNRM-CM6-1-HR 1

CanESM5 65

FGOALS-f3-L 3

FGOALS-g3 6

GFDL-CM4 1

GFDL-ESM4 3

GISS-E2-1-G 47

GISS-E2-1-H 25

INM-CM4-8 1

INM-CM5-0 10

MIROC6 50

NESM3 5

NorESM2-MM 3

SAM0-UNICON 1

TaiESM1 1

Table B.3: CMIP6 models with hist simulations included in the CMIP analysis
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